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Abstract

In recent years, there has been a growing interest in considering the quantitative
aspects of Information Flow, partly because often the a priori knowledge of the
secret information can be represented by a probability distribution, and partly
because the mechanisms to protect the information may use randomization to
obfuscate the relation between the secrets and the observables.

We consider the problem of defining a measure of information leakage in
interactive systems. We show that the information-theoretic approach which in-
terprets such systems as (simple) noisy channels is not valid anymore when the
secrets and the observables can alternate during the computation, and influence
each other. However, the principle can be retrieved if we consider more compli-
cated types of channels, that in Information Theory are known as channels with
memory and feedback. We show that there is a complete correspondence be-
tween interactive systems and such kind of channels. Furthermore, the proposed
framework has good topological properties which allow to reason compositionally
about the worst-case leakage in these systems.
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