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Abstract

Although polygon meshes have been a standard rep-
resentation in geometry processing, their irregular and
combinatorial nature hinders their suitability for learning-
based applications. In this work, we introduce a novel
learnable mesh representation through a set of local 3D
sample Points and their associated Normals and Quadric
error metrics (QEM) w.r.t. the underlying shape, which we
denote PoNQ. A global mesh is directly derived from PoNQ
by efficiently leveraging the knowledge of the local quadric
errors. Besides marking the first use of QEM within a neu-
ral shape representation, our contribution guarantees both
topological and geometrical properties by ensuring that a
PoNQ mesh does not self-intersect and is always the bound-
ary of a volume. Notably, our representation does not rely
on a regular grid, is supervised directly by the target sur-
face alone, and also handles open surfaces with boundaries
and/or sharp features. We demonstrate the efficacy of PoNQ
through a learning-based mesh prediction from SDF grids
and show that our method surpasses recent state-of-the-art
techniques in terms of both surface and edge-based metrics.

1. Introduction

In recent years, learning-based methods have shown great
promise as an efficient means to handle ill-posed shape pro-
cessing tasks with complex priors [20, 23, 59]. Yet, de-
spite the slew of advanced architectures to analyze or pro-
cess 3D datasets, there is a lack of learnable 3D represen-
tations that can capture ridges and corners, while guaran-
teeing valid output meshes representing real 3D shapes for
even the most basic learning tasks.

Early works on shape representation for learning
predominantly relied on implicit volumetric representa-
tions [59, 60], which, while eventually yielding a mesh
through extraction, posed significant challenges. Notably,
their training can be costly due to the volumetric nature

(a) PoNQ over input (b) PoNQ mesh (c) Poisson mesh [26]

Figure 1. PoNQ representation. Quadric error metric (QEM)
matrices are fitted and visualized on a given shape (left). Note that
their aspect ratios (green to blue) capture the underlying surface
information: pancakes for flat regions, cigars for sharp edges and
balls for corners. Our mesh extraction outputs a watertight (or,
optionally, open, see bottom) and non-self-intersecting mesh that
preserves salient features of the input shape (center) and is more
concise and faithful than current implicit approaches (right).

of these representations. Moreover, the resulting mesh sur-
faces often lack detail, tending to generate overly smoothed
shapes even where sharp features are expected. In response
to these limitations, recent advancements have formu-
lated explicit representations that effectively encode shapes
through strategically chosen sample points and other geo-
metric entities such as normals, from which more accurate
meshes can be derived [35, 41]. While these representations
offer higher generalizability and greater control over the
generated surfaces, they often cannot guarantee important
properties such as watertightness (i.e., the mesh must be the
boundary of a non-degenerated volume), or the absence of



self-intersections (i.e., the surface is not just immersed, but
embedded in R3). Only very recently an approach has been
proposed that enforces these properties [35]. However, it
can suffer from overly complex output meshes (presence of
many spurious polygonal facets) and, at times, wrong occu-
pancy guesses create dents on the resulting shapes.

In this work, we propose PoNQ (short for point-normal-
QEM), a new learnable 3D representation which encodes
a shape through discrete points and other local geometric
quantities to ensure efficient training and sharp reconstruc-
tions. As we demonstrate, a global mesh can be extracted
from our PoNQ representation through a robust approach
that leverages the available geometric data so as to better
capture ridges and thin structures. Our key contributions
are as follows:

• our neural representation is the first to exploit the quadric
error metric (QEM), which has been instrumental in clas-
sical geometry processing tasks; consequently, PoNQ ex-
cels at capturing sharp features and boundaries, preserv-
ing the intricate details that are often lost in existing rep-
resentations (see Fig. 1);

• PoNQ meshes are guaranteed to be watertight and free of
self-intersections, thus broadening their applicability and
utility in downstream applications;

• our PoNQ representation can also easily reduce the ele-
ment count of the output shapes while preserving sharp
features due to its reliance on QEM;

• finally, our neural representation outperforms state-of-
the-art methods in mesh reconstruction from SDF grids
as measured with both surface and edge-based metrics.

2. Related Work

We begin with a review of related works, including popular
methods in shape learning, but also covering relevant parts
of shape reconstruction and shape simplification.

Shape Reconstruction. The literature abounds with shape
reconstruction methods (typically from input pointsets),
each distinguished by their unique priors – necessary to reg-
ularize the ill-posed nature of the task – and output rep-
resentations. In so-called continuous approaches, the re-
constructed shape is the fixed-point of a projection opera-
tor [2], an algebraic point set surface (APSS [18]), or the
isolevel of a 3D distance-like scalar field [26, 27], to men-
tion a few popular approaches. Approaches from the lat-
ter category (often referred to as implicit methods) further
require a mesh extraction from the scalar field, denoted
isosurfacing, typically through Marching Cubes (MC [33],
or its improved neural variant NMC [10]), Dual Contour-
ing (DC [25], or its neural variant NDC [8]), or through
the recently-proposed Reach-for-the-Spheres (RTS) tech-
nique [46] that leverages geometric properties of a signed
distance field to improve isosurfacing.

Combinatorial methods, popular in Computational Ge-
ometry, rely instead on 3D Delaunay triangulations or their
duals, Voronoi diagrams. The popular Crust approach, for
instance, proceeds by local filtering of (facets of) 3D De-
launay triangulations [3]. However, it requires dense point
samples to correctly capture thin features, and cannot han-
dle sharp edges. Its Powercrust [4] and Tight Cocone [13]
variants add filtering of the triangulation to improve vari-
ous properties, like the capture of holes in the reconstructed
surface, but they share the same limitations. A global graph-
cut extraction of the faces of the Delaunay triangulation of
the input samples [29] was also shown to be more robust
to noisy inputs, just like a recent Delaunay-based approach
that alternates between filmsticking and sculpting over a 3D
triangulation [56].

Implicit Field Learning. Most pioneering 3D learning
methods [36, 39, 42] represented a shape as a scalar field
(very often, a signed distance field in fact), later converted
into a mesh via Marching Cubes [33] or directly rendered.
These methods need to process the global shape, limiting
their generalizability beyond ShapeNet [7]. More recent
implicit-based approaches [16, 49] showed that neural net-
works can be overfitted to single-shape Signed Distance
Fields (SDF), and as such, they cannot learn from mul-
tiple shapes. Adding point-based convolutions [6], hash
tables [37], octree structures [32, 52, 57] or kernel meth-
ods [22] have also been proposed to further refine these im-
plicit methods, while the use of unsigned distance fields was
leveraged to represent surfaces with boundaries [11, 19, 61].
Although using continuous fields provides topological guar-
antees, the lack of control of the final locations of mesh
vertices yields a distinctively “blobby” aspect that smooths
out sharp features and small details. Furthermore, implicit
fields are trained over the whole volume around and inside
the shape, while most applications are only interested in the
reconstructed surface.

Explicit Shape Learning. To overcome the limitations
of implicit fields and offer better control over the el-
ements of the output mesh, end-to-end differential iso-
surfacing approaches were proposed [31, 45, 48]. Yet these
approaches still rely on regular grids and often do not guar-
antee intersection-free output meshes. Methods that best
fit a set of canonical geometric primitives [9, 12, 58] or
an explicit mesh [38] to an input shape manage to pro-
duce concise meshes and preserve sharp features if these
primitives (planes, quadric patches, etc) are diverse enough
to describe the input mesh. However, they are rapidly
compute-intensive even for a limited number of primitives.
Deforming template shapes [17, 51] or regular tetrahedral
meshes [14, 47] often constrains the output mesh genus
and connectivity, and cannot guarantee intersection-free
meshes. Another line of contributions approaches the de-
sign of learnable 3D representations from a different stand-



point: provided a known reconstruction algorithm, what ge-
ometric estimates should the neural network predict in order
to extract a mesh off of it? Methods relying upon the pop-
ular Poisson surface reconstruction algorithm to extract a
mesh [41, 43] for instance inherit the topological advan-
tages of an implicit surface representation, but they also
suffer from their limitations by exhibiting overly-smoothed
sharp features and a large amount of mesh elements. The
Neural Marching Cubes (NMC [10]) and Neural Dual Con-
touring (NDC [8]) methods reduce some of these limita-
tions, at the price of losing topological guarantees. Re-
cently, VoroMesh [35], computes a Voronoi diagram so that
a subset of the 3D Voronoi facets best fit the input mesh,
guaranteeing watertight results; but VoroMeshes are littered
with small faces with spurious normal orientations, caus-
ing both visual artifacts and large mesh element counts. A
few learning methods rely on a Delaunay triangulation in-
stead [34, 44, 50, 62], but they are limited to the case of a
fixed input pointset. We recap in Tab. 1 some typical prop-
erties of explicit learnable 3D representations.

Arbitrary Sharp Watertight, Open
connectivity features no self-int. surfaces

NDC [8] ✓ ✓
DMT [47] ✓
SAP [41] ✓
DPF [43] ✓ ✓

VoroMesh [35] ✓ ✓ ✓
PoNQ ✓ ✓ ✓ ✓

Table 1. Properties of explicit learnable 3D representations

Quadric Error Metrics. Finally, we review a workhorse
of surface approximation. In the context of mesh decima-
tion, Garland and Heckbert [15] introduced a Quadric Error
Metric (QEM), encoded as a 4×4 matrix Q, which evalu-
ates the sum of squared distances to a (possibly large) set
of tangent planes. The use of QEM for their application
was particularly appropriate: the sum Q of two matrices Qi

and Qj represent the sum of the squared distances to the
union of the tangent planes used for Qi and those used for
Qj – a very economical proxy to all these tangent planes.
Consequently, they proposed to use these QEM matrices
to perform an efficient mesh decimation: the updated ma-
trices encode the squared distances of all nearby removed
facets, thus offering a very fast and low-memory evaluation
of the distance to the original mesh throughout the decima-
tion. After a few rounds of simplifications, the ϵ-isovalue
of QEM error near a vertex vi (i.e., the set of 3D positions
x such that [x, 1]tQi[x, 1] = ϵ) thus encodes the local re-
gion around vi of the initial surface: it will look like a pan-
cake if the original region was flat, an elongated ellipsoid
if the region was a sharp feature (and the ellipsoid will pre-
cisely match the alignment of the sharp feature), or a sphere
if the original region was near a corner. While QEM was
adapted to deal with colors and texture coordinates [21],
spherical distances [53], mesh filtering [30] and even vari-
ational mesh reconstruction from 3D pointsets [63], the au-

thors of [54] recently suggested a probabilistic version of
QEM as a potential representation for learning-based tasks,
while [1] used QEM as a loss function. As we will see
next, we will use a QEM matrix per discrete sample point in
our learnable representation for 3D shapes instead, to better
learn the shape of local regions.

3. Method
We now delve into our PoNQ representation by first offering
a more in-depth introduction to QEM and how we use it in
Sec. 3.1. We then describe our representation in Sec. 3.2
along with its use in learning tasks, and finally introduce
our PoNQ mesh extraction approach in Sec. 3.3.

3.1. Motivation: Quadric Error Metrics

Given a sample point sk ∈ R3 and a normal n(sk) ∈ R3,
the signed distance from a given location x to the plane
passing through sk that is normal to n(sk) is given simply
as dsk,n(sk)(x) = (x−sk)

tn(sk). The squared distance can
thus be rewritten as dsk,n(sk)(x)

2 = xtAkx − 2btkx + ck,
where 3× 3 matrix Ak, vector bk, and scalar ck are:

Ak = n(sk)n(sk)
t, bk = Aksk, ck = stkAksk. (1)

The sum of squared distances to a set of planes thus yields:

QEM(x) =
∑
k

d2sk,n(sk)(x)

= xt
(∑

k

Ak

)
:=A

x− 2
(∑

k

bk
)

:=b

t
x+

(∑
k

ck
)

:=c

(2)

= [x, 1]t

 A −b

−bt c


:=Q

[x, 1]. (3)

The summed distances to a fine sampling {sk}k :=S of
a small surface patch can then be concisely encoded by the
QEM matrix Q∈R4×4 from Eq. (3). Moreover, Q can also
indicate the best possible position to represent this surface
patch with a single vertex: assuming the submatrix A to
be invertible (which is true in the general case [54]), the
quadratic QEM function reaches its unique minimum at a
location v∗ = A−1b. We leverage these quantities as part of
a powerful 3D representation suitable for machine learning.

3.2. PoNQ representation

The PoNQ representation consists in a set P= {pi ∈ R3}
of points, augmented with their local normals N = {ni ∈
R3} and quadrics Q= {Qi ∈R4×4} – hence its name. In
order to remove possible ambiguities, we will use a bold
font to refer to the different quantities involved in the PoNQ
representation, i.e., what will be optimized or learned.



3.2.1 QEM-based representation via optimization

In a pure optimization-based setting, we want PoNQ to fit a
watertight and non-self-intersecting input shape finely dis-
cretized by samples sk ∈S with their local normals n(sk).
We initialize the points P on a regular grid around the in-
put shape (other initializations work equally well), and op-
timize their position to minimize the bi-directional Chamfer
Distance CD:

CD(P, S) =
1

|P|
∑
pi∈P

min
sk∈S

∥pi − sk∥2 (4)

+
1

|S|
∑
sk∈S

min
pi∈P

∥pi − sk∥2, (5)

The resulting point set will thus lie close to (and spread out
over) the target surface. These points define a partition of
R3 into Voronoi cells V (pi) for which any location x ∈
V (pi) has pi as its closest point from P, see [5].

Once the positions are optimized, we enrich each point
pi ∈P with a normal ni and a QEM matrix Qi, where ni

represents the average of the sample normals n(sk) for all
the samples sk contained within V (pi) (see Fig. 2), i.e.,

ni =
1

|S ∩ V (pi)|
∑

sk∈S∩V (pi)

n(sk). (6)

Similarly, Qi is assembled using Eqs. (2) and (3) using
the tangent planes implied by each sample (and its normal)
within V (pi), i.e., Qi is the QEM matrix such that

[x, 1]t Qi [x, 1] =
∑

sk∈S∩V (pi)

d2sk,n(sk)(x). (7)

Note that these additional variables are thus proxies for the
local geometry around each point pi; points with no input

pi

sk

ni

iQ

(a) Optimized PoNQ point set

pi

ni

iQ

(b) PoNQ meshing

Figure 2. 2D illustration of PoNQ: (a) a sampled ground-truth
shape S (blue dots) is represented by PoNQ as points pi (whose
Voronoi diagram (dotted lines) partitions the input samples), along
with normals ni and quadrics Qi encoding the shape within each
Voronoi cell. (b) The PoNQ mesh (black solid lines) is the bound-
ary of the union of labeled tetrahedra from the Delaunay trian-
gulation of the QEM-optimal vertices, providing a better fit than
simply interpolating the points (black dotted lines).

samples within their Voronoi cell are simply discarded. As
explained in Section 2, each matrix Qi implies, through its
sub-matrices Ai and bi, an optimal location v∗ :=A−1

i bi

with respect to the input surface, hinting at the fact that stor-
ing v∗ instead of bi is a possible alternative, which we will
use in the learning context in the next section. We then rely
on Q and N to extract the connectivity of the optimal ver-
tices v∗, which will be explained in Sec. 3.3.

3.2.2 Learning with PoNQ

Points, QEM, Normals PoNQNeural NetworkSDF

Figure 3. Overview of our learning pipeline with PoNQ.

We demonstrate the benefits of PoNQ in a learning con-
text by applying it to reconstruction from Signed Distance
Fields (SDF) (see Fig. 3). As shown in several recent
works [8, 10, 35], this task is especially interesting as it en-
ables the training of a local model that can truly generalize
to novel shapes outside the training set.

We use an architecture similar to NDC [8], consisting
of several convolutional neural networks (CNN). Unlike
NMC [10] (which uses eight points per voxel) and NDC
(which uses only one), we can use an arbitrary number P of
predicted points per cell since our representation does not
depend on a regular grid — in practice, we found that P = 4
can represent sub-voxel details nicely without requiring too
large networks. We use a shared 5-layer encoder that con-
verts the (N+1)3 input SDF grid into a N3-sized grid of
128 features. These features are processed by five separate
6-layer decoders (which do not share weights) to predict a
PoNQ, i.e., P × N3 points pi, along with their associated
local normals ni and QEM matrices Qi, to which we add
a set O of N3 binary “occupancies” oi to mark the voxels
containing the surface at inference time.

To stabilize the learning process and avoid having to
perform matrix inversions, we do not store QEM matri-
ces directly but only use the quadratic form Ai and the
QEM-optimized vertex location v∗ instead, from which one
can reconstruct Qi =

( Ai −Aiv
∗
i

−(Aiv
∗
i )

t 0

)
. Furthermore, we

store instead of Ai a 3× 3 upper triangular matrix Ui such
that Ai = UiU

t
i is the reversed Cholesky decomposition

of Ai, guaranteeing that Ai remains invertible.
We supervise our training with a collection of watertight

shapes, each converted into a dense sampling S. We pre-
process the data by computing the ground-truth occupancy
set Ogt of the m voxels containing samples, to which we re-
strict our loss terms (except for Locc, which checks how well
the trained occupancy set matches the ground-truth one). At



training time, we apply the sum of the following losses and
backpropagate their gradients w.r.t. the bold variables:
LCD = CD(P, S) (see Eq. (5)) (8)

Ln =
1

m

m∑
i=1

∑
sk∈S∩V (pi)

∥ni − n(sk)∥2 (9)

LA =
1

m

m∑
i=1

∑
sk∈S∩V (pi)

∥UiU
t
i − n(sk)n(sk)

t∥2 (10)

Lv∗ =
1

m

m∑
i=1

∑
sk∈S∩V (pi)

(
n(sk)

t(v*
i − sk)

)2
(11)

Lreg =
1

m

m∑
i=1

∥v*
i − pi∥2 (pi assumed fixed here) (12)

Locc = ∥O−Ogt∥2 (13)

In the order in which they are listed above, these losses
were designed to: help spread around the pointset P and
best fit the inputs; enforce that each normal is the mean nor-
mal of the local sample normals; enforce that the quadratic
forms Ai correspond to the proper submatrix of the QEM
of the local samples and normals around point pi; enforce,
similarly, that v*

i minimizes the sum of squared distance to
the local tangent planes around point pi; regularize (with a
very small coefficient) the positions of the optimal points v*

i

in flat regions — as in this case, any point on this flat region
is optimal in theory, so we force it to stay close to pi; and
make sure that we match the ground-truth occupancy set.
See §2.3 of the supplementary material for ablation studies.

3.3. Meshing our representation

Given a PoNQ representation (either optimized or pro-
duced by a trained network), one can easily extract a mesh
by combining two approaches from computational geom-
etry [3, 29] to ensure robustness. Note that we do not
even use the pointset P which only served to build a shape-
adapted partition: we construct a mesh whose vertices are
the QEM-optimal positions v*

i as they capture features best.
We present here a concise overview of our meshing method;
see our supplemental material for details.

Pre-processing We first compute the Delaunay tetrahe-
dralization of the optimal vertices v*

i deriving from the
QEM matrices Q. The next two steps will tag each tetra-
hedron as either inside or outside based on local informa-
tion, so that our final PoNQ mesh will be simply the triangle
mesh forming the inside/outside boundary — ensuring wa-
tertightness and no self-intersections by design.

Tagging obvious inside/outside tetrahedra. We lever-
age the circumcenter criterion put forth in the Crust algo-
rithm [3]. In our case, each vertex v∗

i and its assigned nor-
mal ni define an oriented plane: we tag a tetrahedron as out-
side (resp., inside) if both its circumcenter and barycenter

(a) SAP (b) DPF (c) VoroMesh (d) PoNQ (e) Gr. Truth

Figure 4. Optimization-based results (323).

are determined to be in the outside (resp., inside) half-space
of each of the four vertices. Considering that the shape is
contained within the convex hull of the v∗

i and that each ver-
tex of the Delaunay tetrahedralization must be part of the
final surface allows us to further tag a series of tetrahedra
where there is no ambiguity; see our supplemental material
for a detailed rationale.

Tagging remaining tetrahedra. Delaunay-based mesh-
ing approach (like Crust [3]) require a dense point sampling
(formally, an ϵ−sampling), which is not compatible with
our desire to deal with thin structures, sharp features and
corners — and this is the main reason why our earlier phase
can end up not providing a tag for every tetrahedra. To finish
our tetrahedron tagging based on the ones we already have,
we use a graph cut approach, inspired by (but simpler than)
an existing spectral graph partitioning [29]. For each De-
launay triangle T , we compute a likelihood score S(T ) that
evaluates how confident we are that this triangle is to ap-
pear on the final output mesh: this triangle score evaluates
the fitness of T based on the local normals N and quadric
matrices Q as explained in the supplemental material. We
now tag the remaining undetermined tetrahedra through a
minimum cut of the Voronoi graph (in which each dual of a
tetrahedron is a node, and each dual of a Delaunay triangle
T is an edge with weight S(T )) using the already-tagged
”inside” ones as a source and the ”outside” one as a drain.

Surface extraction. We extract the final PoNQ mesh as
the triangle mesh forming the boundary between the inside
and outside tetrahedra (see Fig. 2). As mentioned above,
this automatically enforces by design the fact that our mesh
is watertight and intersection-free.

4. Experimental Results
We implemented PoNQ for both optimization and learn-
ing tasks in Python, using PyTorch [40], SciPy [55] and
libigl [24] — our code is available on our project page.
All timings were computed on a single workstation with 54
cores, a NVidia A6000 GPU and 512 GB of RAM.

https://nissmar.github.io/projects/ponq/


4.1. Optimization-based 3D Reconstruction

For our tests in optimization-based 3D reconstruction, we
use the 30 watertight shapes from the Thingi10k [64]
dataset chosen in VoroMesh [35] as it is arguably the most
related and most recent neural representation with which
to compare. We consider three grid resolutions res ∈
[323, 643, 1283], and sample 1024× res2/3 surface samples.
As described in Sec. 3.2.1, we use the chamfer distance as
a loss to optimize the points for 400 epochs with the Adam
optimizer before computing the mean normals and quadrics
with our GPU-based implementation. We then extract the
PoNQ representation as explained in Sec. 3.3.

Baselines. Besides VoroMesh, we also compare our re-
sults with Shape As Points (SAP) [41] and Dynamic Point
Field (DPF) [43] as these three point-based neural represen-
tations all guarantee watertight outputs. We add a variant
of DPF, trained with the Chamfer distance only (i.e., with-
out the image-based loss), which we denote DPFchamfer. For
each method, we use the same number of optimized points.

Metrics. We use the most common surface-based met-
rics, i.e., chamfer distance (CD), F-score (F1, with a thresh-
old of 0.003), and normal consistency (NC). In order to as-
sess the reconstruction quality of sharp edges, we sample
105 points on the edges featuring a dihedral angle larger
than π

6 , and compute the edge-chamfer distance (ECD) and
edge-F-score (EF1, with a threshold of 0.005) between the
ground truth and the reconstruction samples (see supple-
mental material for details). We also report the number of
triangles and faces of the extracted 3D models. Finally, we
provide timings of the optimization step for all methods,
as it is systematically the most time-consuming phase; see
supplemental material for additional timings.

Results. As SAP and DPF both rely on Poisson surface
reconstruction, they smooth out sharp edges and small de-
tails. DPF does not optimize the extracted field, but rather
leverages local information from which the mesh is assem-
bled without supervision, leading to faster convergence and
better scores than SAP for all metrics. As the evaluation

Method Grid CD ↓ F1 ↑ NC ↑ ECD ↓ EF1 ↑ # V # F Time
Size (×10−5) (×103) (×103) (×103) (×103) (s)

SAP [41], 323 6.475 0.589 0.894 0.235 0.058 1.6 3.2 51.2
DPF [43] 323 2.256 0.724 0.935 0.147 0.115 5.8 11.6 45.5
DPFchamfer [43] 323 2.077 0.717 0.933 0.160 0.104 5.7 11.3 2.5
VoroMesh [35] 323 0.802 0.919 0.957 0.257 0.242 5.9 11.8 2.0
PoNQ 323 0.972 0.892 0.961 0.106 0.447 2.3 4.6 2.6
SAP [41], 643 1.912 0.858 0.949 0.119 0.267 7.0 13.9 106.3
DPF [43] 643 0.795 0.909 0.971 0.104 0.435 22.6 45.1 51.5
DPFchamfer [43] 643 0.797 0.907 0.970 0.094 0.415 24.1 48.3 4.0
VoroMesh [35] 643 0.645 0.938 0.975 0.251 0.249 23.4 46.9 4.1
PoNQ 643 0.655 0.936 0.981 0.061 0.645 10.1 20.1 4.1
SAP [41], 1283 0.671 0.934 0.978 0.060 0.619 28.8 57.7 191.3
DPF [43] 1283 0.644 0.938 0.986 0.089 0.665 90.0 180.0 71.0
DPFchamfer [43] 1283 0.644 0.938 0.986 0.086 0.664 97.3 194.5 17.7
VoroMesh [35] 1283 0.634 0.939 0.982 0.264 0.213 91.3 182.6 36.3
PoNQ 1283 0.637 0.939 0.988 0.039 0.795 42.3 84.6 17.9

Table 2. Optimization-based results. Quantitative comparisons of
Chamfer distance (CD), F1 score, and normal consistency (NC)
on the Thingi30 dataset for three different grid resolutions.

point cloud is sampled from the reconstructed Poisson mesh
(rather than the predicted points), the image-based loss does
not significantly improve results, and DPFchamfer is faster
than DPF with comparable performance.

VoroMesh exhibits finer details and better sharpness
overall. With the same number of points as SAP, DPF and
PoNQ, it has the best overall surface fitting scores due to the
large number of Voronoi vertices and faces. However many
of these faces have spurious normals and create undesired
sharp edges, thus impacting the NC, ECD, and EF1 scores.

Qualitatively, PoNQ is better at dealing with sharp fea-
tures than SAP and DPF and does not generate surface ar-
tifacts like VoroMesh (see Figure 4). Quantitatively, our
method yields the best normal consistency and sharp edge
fitting scores (see Tab. 2). In terms of surface fitting, it
matches the considered baselines at resolution 1283, and
comes close second behind VoroMesh at resolutions 323

and 643, but with significantly lower face counts. We will
discuss in Sec. 4.3 how one can further lower the face count
of PoNQ meshes at very little cost on the scores (see Fig. 7),
setting PoNQ apart even more prominently.

4.2. Learning-based 3D reconstruction

4.2.1 Reconstruction from SDF

We now assess the behavior of our PoNQ representation
in the learning-based task of 3D shape reconstruction from
SDF grids. We train and evaluate our method on the CAD
shapes of the ABC dataset [28]. We also assess the gen-
eralizability of our method on the free-form shapes of the
Thingi10k [64] dataset, without any fine-tuning. For fair-
ness, we use the train/test split provided in VoroMesh [35]:
3,843/962 in the training and testing set for ABC, with 30
watertight validation shapes for Thingi10k. We train our
network for 600 epochs while increasing the number of
sampled points and decreasing the learning rate and regu-
larization – see supplemental material for additional details.

Baselines. We compare our method against the three
most closely related baselines: NMC [10], NDC [8] and
VoroMesh [35] using the authors’ code and their best pre-
trained model (we also discuss comparisons with RTS [46]
and DMTet [47] in the supplementary material).

Metrics. We use the same evaluation metrics that were
already mentioned in Sec. 4.1.

Results. Our key results are reported in Tabs. 3 and 4,
where PoNQ outperforms state-of-the-art methods on every
resolution, dataset, and metric while guaranteeing water-
tight output meshes that are devoid of self-intersections. We
note that NMC and NDC both rely on a regular-grid based
meshing. As a result, they fail to capture thin structures and
exhibit aliasing artifacts (see Figs. 5 and 6), which impacts
their surface, normal and sharp-edge fitting scores.

VoroMesh does not rely on a regular grid, so its abil-
ity to capture thin surfaces leads to better results than NMC



(a) NDC (b) NMC (c) VoroMesh (d) PoNQ (e) Gr. Truth

Figure 5. Learning results (top: 323; bottom: 643) on ABC.

Method Grid CD ↓ F1 ↑ NC ↑ ECD ↓ EF1 ↑ Watertight ↑ # V # F
Size (×10−5) no self-int. (×103) (×103)

NDC [8] 323 66.004 0.787 0.941 0.445 0.658 44% 1.3 2.6
NMC [10] 323 60.755 0.833 0.954 0.350 0.693 26% 9.7 19.3
VoroMesh [35] 323 2.228 0.835 0.941 0.802 0.232 100% 10.0 20.0
PoNQ-lite 323 3.539 0.810 0.953 0.296 0.658 100% 1.3 2.6
PoNQ 323 1.514 0.852 0.964 0.184 0.713 100% 5.1 10.2
NDC [8] 643 2.211 0.882 0.975 0.223 0.855 23% 5.5 11.0
NMC [10] 643 2.138 0.891 0.980 0.254 0.854 18% 42.8 85.5
VoroMesh [35] 643 1.219 0.886 0.966 0.796 0.207 100% 38.4 76.9
PoNQ-lite 643 1.074 0.888 0.978 0.128 0.858 100% 5.5 10.9
PoNQ 643 0.886 0.892 0.980 0.109 0.866 100% 21.2 42.3
NDC [8] 1283 1.889 0.896 0.983 0.095 0.947 14% 22.1 44.2
NMC [10] 1283 1.888 0.896 0.984 0.349 0.859 12% 175.9 351.9
VoroMesh [35] 1283 1.069 0.894 0.974 0.792 0.189 100% 149.1 298.2
PoNQ-lite 1283 1.007 0.896 0.984 0.043 0.933 100% 21.9 43.8
PoNQ 1283 0.920 0.896 0.984 0.191 0.878 100% 85.7 171.2

Table 3. Results on ABC with our network trained on ABC.

and NDC for the complex ABC dataset or on low-resolution
models of Thingi30. However, as noticed in Tabs. 3 and 4,
it suffers from local surface artifacts leading to sharp edges
and spurious normals, resulting in worst NC, ECD and EF1.
Moreover, its two-stage training implies that its encoder is
not trained for occupancy prediction; as a result, it can mis-
label Voronoi generators, leading to either missing parts or
floating volumes around the shapes (see Figs. 5 and 6).

In contrast, our method is able to capture fine details due
to our use of QEM, which helps to capture surface char-
acteristics, and it does not visually exhibit any of the ar-
tifacts of other approaches due to our PoNQ mesh being
extracted from a Delaunay tetrahedralization. Ultimately,
PoNQ leads to more faithful reconstructions while guaran-
teeing 100% watertight and intersection-free results.

4.3. Additional extensions

We conclude this section with other examples leveraging
the unique nature of our neural representation.

Surfaces with boundary. With minor modifications,
PoNQ can output surfaces with boundaries as well (Fig. 1
and supplementary material). To optimize or train our rep-
resentation for this case, we simply compute a boundary
sampling Sb of the input surface boundaries, and duplicate it

(a) NDC (b) NMC (c) VoroMesh (d) PoNQ (e) G. Truth

Figure 6. Learning results (top: 323; bottom: 1283) on Thingi30.

Method Grid CD ↓ F1 ↑ NC ↑ ECD ↓ EF1 ↑ Watertight ↑ # V # F
Size (×10−5) no self-int. (×103) (×103)

NDC [8] 323 6.390 0.745 0.920 0.172 0.245 40% 1.3 2.6
NMC [10] 323 5.188 0.796 0.936 0.148 0.271 0% 8.7 17.3
VoroMesh [35] 323 2.825 0.758 0.902 0.263 0.156 100% 9.9 19.9
PoNQ-lite 323 1.705 0.754 0.934 0.154 0.270 100% 1.3 2.6
PoNQ 323 1.344 0.810 0.942 0.137 0.314 100% 4.8 9.7
NDC [8] 643 0.849 0.908 0.961 0.106 0.441 3% 5.4 10.8
NMC [10] 643 0.776 0.923 0.969 0.115 0.467 0% 36.8 73.6
VoroMesh [35] 643 1.021 0.906 0.939 0.259 0.192 100% 39.4 78.9
PoNQ-lite 643 0.769 0.914 0.968 0.090 0.495 100% 5.3 10.6
PoNQ 643 0.758 0.924 0.971 0.100 0.511 100% 19.9 39.9
NDC [8] 1283 0.650 0.937 0.980 0.065 0.644 0% 22.0 44.1
NMC [10] 1283 0.642 0.939 0.984 0.131 0.574 0% 151.7 303.3
VoroMesh [35] 1283 0.731 0.932 0.959 0.260 0.198 100% 157.2 314.5
PoNQ-lite 1283 0.644 0.938 0.984 0.055 0.699 100% 21.7 43.3
PoNQ 1283 0.641 0.939 0.984 0.123 0.592 100% 80.8 161.8

Table 4. Results on Thingi30 with our network trained on ABC.

to create a sampling S′
b where we just rotate all the normals

by π/2 around the boundary. Changing S into S ∪ Sb ∪ S′
b

will thus enforce that all the QEM matrices on the bound-
aries will generate elongated ellipsoids aligned with the lo-
cal boundary. Meshing can proceed as before; but the output
mesh will automatically close the holes. We further cull any
triangle T of the extracted mesh for which the anisotropy of
the QEM of each of its vertices is above 40%. In practice,
we measure the anisotropy through the ratio ri = λ2/λ1 of
the two largest eigenvalues of the matrix Ai. Obviously,
the surface no longer bounds a volume since we cut holes
in the original PoNQ mesh extraction, but it remains devoid
of self-intersections. Note that this PoNQ variant cannot
handle special cases such as a single square sheet.



PoNQ-lite. While using P =4 predicted points per voxel
yielded the best performances in our learning-based tests as
mentioned in Sec. 3.2.2, we can trivially provide a “lite”
version of our output PoNQ with a single point per cell us-
ing the same network: due to our reliance on QEM matrices,
one can simply sum the P matrices Qi within a cell to di-
rectly create a single QEM matrix per cell, from which is
derived a new optimal position v*

i for each cell. The nor-
mals ni are also trivially averaged into the new one. Sharp
features are still well preserved due to our use of quadric er-
ror metrics (see Fig. 7), and these PoNQ-lite meshes in fact
outperform NDC for an equal level of element count (see
Tabs. 3 and 4), proving the superiority of grid-free methods.
If even coarser meshes are desired, one can also construct,
at nearly no cost, a whole hierarchy of PoNQ meshes by
first applying PoNQ-lite, and then merging each group of
eight cells into a single larger one to form a twice-coarser
grid (2× 2 average pool; see Fig. 8).

(a) PoNQ (b) PoNQ-lite
Figure 7. For a network trained on ABC with P = 4 predicted
QEM matrices per cell (left), one can sum these matrices – i.e.,
via average pooling – per cell to produce a more compact mesh
(right) that still naturally preserves the detected sharp features.

Although PoNQ outperforms PoNQ-lite on almost all
metrics, the latter slightly pulls ahead on ECD and EF1 on
Thingi30 at 1283 resolution. This opens the door to a se-
ries of further investigations, out of scope for this paper:
one could potentially simplify a PoNQ output adaptively
depending on the contents of the cell.

5. Discussion

The QEM matrices, encoded via points v∗i and SPD matri-
ces Ai are essential to our work: besides their role in captur-
ing sharp features and second-order shape properties, they
(a) disambiguate meshing compared to just point+normals
to achieve state-of-the-art results (see supplementary ma-
terial), (b) allow direct simplification through quadric col-
lapses (PoNQ-lite, Fig. 7 & 8), and (c) allow open bound-
aries (Fig. 1). Yet, compared to SAP or VoroMesh, one may
wonder if the added quadric information are worth a higher
network size. In fact, producing QEM information does not

significantly affect network size since 80% of the weights
are concentrated in the shared encoder. Moreover, the task
of fitting points, QEM and normals is quite straightforward
and does not require overly large networks (e.g., VoroMesh
requires 8.4M parameters while PoNQ only requires 2.7M).

Another possible perceived limitation is that our PoNQ
mesh extraction may create non-manifold vertices or edges
despite being watertight – for instance, a 1-ring of a vertex
may contain two non-adjacent tetrahedra both labeled as
inside. However, one can simply duplicate these few non-
manifold elements and connect them to their neighboring
mesh elements to enforce manifoldness [35]. In addition,
final results can be affected by two types of flaws: wrong
estimates of geometric quantities (CNN failure, noise in the
motor plate in Fig. 5), or tetrahedra mislabelling (recon-
struction failure, unwanted link elbow-body Fig 6).

There are also exciting aspects of PoNQ we have not ex-
plored yet. For example, our meshing of open boundaries
can potentially be further refined to extract directly the sur-
face through a tagging of boundary edges, instead of relying
on a potentially brittle final score-based filtering. A nice ex-
tension to our work would be to integrate the PoNQ repre-
sentation in a differentiable rendering pipeline. Finally, the
naturally multiscale nature of PoNQ through average pool-
ing is also bound to be exploitable in a number of contexts.

Figure 8. Learning-based results. From PoNQ-lite (1283), to
power-of-two simplifications down to 163 via average pooling.

6. Conclusion
We proposed a novel learnable 3D shape representation,
coined PoNQ which combines the power of the quadric er-
ror metric (QEM) originally devised for mesh decimation
and insights from computational geometry. PoNQ relies on
points, normals, and QEM matrices to represent local geo-
metric information, which are later leveraged to construct a
triangle mesh that is guaranteed to be the boundary of a vol-
ume and devoid of self-intersections. We demonstrated the
representation power of PoNQ through optimization-based
tasks and learning-based reconstruction experiments, show-
ing significant improvement upon previous 3D representa-
tions. We thus believe that PoNQ is poised to find many
applications and extensions in neural shape processing.
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[63] Tong Zhao, Laurent Busé, David Cohen-Steiner, Tamy
Boubekeur, Jean-Marc Thiery, and Pierre Alliez. Variational
Shape Reconstruction via Quadric Error Metrics. In ACM
SIGGRAPH 2023 Conference Proceedings, Aug. 2023. 3

[64] Qingnan Zhou and Alec Jacobson. Thingi10K: A Dataset of
10,000 3D-Printing Models, July 2016. arXiv:1605.04797
[cs]. 6


	. Introduction
	. Related Work
	. Method
	. Motivation: Quadric Error Metrics
	. PoNQ representation
	QEM-based representation via optimization
	Learning with PoNQ

	. Meshing our representation

	. Experimental Results
	. Optimization-based 3D Reconstruction
	. Learning-based 3D reconstruction
	Reconstruction from SDF

	. Additional extensions

	. Discussion
	. Conclusion

