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Research context. Abstraction is key to the design and verification of large, complicated software.
In particular, distributed systems are designed as a modular composition of various kinds of protocols
that implement common abstractions such as consensus (reaching agreement on some value or a
sequence of values), leader election (electing a leader in a network of nodes), secret sharing (sharing
a value among a set of nodes without disclosing it to an adversary), etc. Designing abstractions that
compose correctly with randomization, or with programs that should not leak information, is very
challenging.

Modeling abstractions and implementations thereof as labeled transition systems (LTSs), a classic
refinement relation (between an implementation and a corresponding abstraction) is trace inclusion:
the set of traces of the implementation is included in the set of traces of the abstraction. While refine-
ment preserves safety and liveness properties, i.e., properties of individual traces, it does not preserve
hyperproperties [17], which are properties of sets of traces [5]. In the context of randomized proto-
cols or programs that should not leak information, many interesting properties can not be expressed
as safety/liveness properties, but as hyperproperties. Notable examples are security properties such as
noninterference [8], stipulating that commands executed by users with high clearance have no effect
on system behavior observed by users with low clearance. Other examples are quantitative proper-
ties like bounds on the probability distribution of events, e.g., the mean response time over sets of
executions.

Therefore, a number of works in the literature have proposed various ways of strengthening the
relationship between implementations and abstractions, e.g.,

• for concurrent objects, Golab et al. have introduced the notion of strong linearizability [9]
which was later proved to be equivalent to the existence of forward simulations [2, 7]

• for cryptographic protocols, the notions of simulatability [10, 11, 3] and universal composition-
ality [4, 1, 12] have been introduced.

Objectives. In this internship, we plan to investigate this issue for randomized distributed protocols
that solve classic agreement problems like consensus. These protocols are typically built from various
components, see [13, 6] for instance, that compose in different ways. We will explore abstraction
frameworks that make it possible to vary the tradeoff between the simplicity of the abstraction and
the complexity of proving it correct. These abstractions will be defined in an automata theoretic
framework based on Labeled Transition Systems [16] and their probabilistic extensions [14, 18, 15].
Skills. During the internship, we will rely on knowledge of concepts in the area of automated formal
verification, algorithmic reasoning, concurrency theory, and automata theory.
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