@ The entropy H(A) measures the uncertainty about the
anonymous events:
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@ The conditional entropy H(A|O) measures the uncertainty about
A after we know the value of O (after the execution of the
protocol).

@ The mutual information I(A; O) measures how much uncertainty
about A we lose by observing O:

I(A; 0) = H(A) — H(A|O)



