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Abstract

In this paper, we give a natural way of deciding whether a given cyclic code
contains a word of given weight. The method is based on the manipulation of the
locators and of the locator polynomial of a codeword x.

Because of the dimensions of the problem, we need to use a symbolic computation
software, like Maple or Scratchpad II. The method can be ineffective when the length
is too large.

The paper contains two parts :

In the first part we will present the main definitions and properties we
need.
In the second part, we will explain how to use these properties, and, as

illustration, we will prove the three following facts :

The dual of the BCH code of length 63 and designed distance 9
has true minimum distance 14 (which was already known).
The BCH code of length 1023 and designed distance 253 has
minimum distance 253.

The cyclic codes of length 21 —1,213—1,217—1, with generator
polynomial m4(z) and m7(z) have minimum distance 4 (see [5]).

1 Notation and properties.

1.1 Cyclic codes.

We use the following definition for cyclic codes :

Definition 1 A primitive cyclic code C of length n = 2™ — 1 over GF(2) is an ideal of
the polynomial algebra GF(2)[z]/(x" —1). The roots of its generator polynomial are called
the zeros of C'. The code C is characterized by its defining set 1(C) :

I(C)={i€[0.n—1]| " is a zero of C} (1)

where o is a n'" root of unity in GF(2™).
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We denote by ¢l(s) the cyclotomic class of 2 mod n, containing s :

c(s) = {s,25,2%s...,2" s mod n} (2)

If o' is a zero of the code C, then (a')? is also a zero of the code C'. So we can see
that I(C') is the union of cyclotomic classes mod n.
As an example of a cyclic code, let us recall the definition of the BCH codes :

Definition 2 The narrow-sense BCH code of designed distance 6 is the cyclic code whose
defining set is the union of the cyclotomic classes cl(1),¢l(2)...cl(6 —1).

It is well-known that the true minimum distance of a BCH code of designed distance
0 is greater or equal than é. This is the BCH bound :

Theorem 1 Let C be a cyclic code with defining set [(C). If [(C) contains a sequence of
6 — 1 consecutive integers ( 0 is treated consecutive to n — 1), then the minimum distance
of C s greater or equal to 6.

There exist many ways to find lower bounds for the minimum distance of a cyclic code.
Van Lint and Wilson give an overview of these methods in [6]. In this paper we will also
need the following bound, called the Hartmann-Tzeng bound ([4]) :

Theorem 2 Let C be a cyclic code of length n over GF(q) with defining set I(C). Let (3
be a primaitive nth root of unity. If the defining set I(C) contains the following roots :

{ptraetizea) i —0,1...dy—2, iy =0,1...5, where ged(n,c;) = 1, ged(n,c;) < do, (3)
then the mintmum distance d of C' satisfies d > dy + s.

In general, no method is known for finding the true minimum distance of a given
cyclic code. Our approach is to find properties of a given cyclic code by using equations
in GF(2™), and by doing effective computations in GF'(2™).

1.2 Locators, locator polynomial of a word

All the notions introduced here can be found in [3].

Definition 3 Let a be a n'" root of unity in GF(2™), let x be a word of length n and
weight w, x = (xg,21...,2,-1). The locators of x are the X1,Xz...,X,, defined as
follows :
X; = of where xy, #£0 (4)
We also define the locator polynomial of x :
The locator polynomial of x is the following polynomial o.(7) :

0.(7) = H 1-X,7) E o 2", (5)

=1

where the o; are the elementary symmetric functzons of the X; :

o; = > Xy Xpy -+ X, (6)
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We also recall the power sum symmetric functions :
Definition 4 The power sum symmetric functions Ay of the locators of X are :
Ap(X1, Xoy oo, Xu) = A =Y XF Yk €[0..1].
=1
In accordance with the definition of cyclic codes, we have the following property :

Proposition 1 Let C be a cyclic code with defining set [(C') and x a word of length n.
Then x € C if and only if :

A =0 fork € I(C). (7)
The following identities show how the A;’s are related to the o;’s.

Proposition 2 Let X, ... X, be w indeterminates in a ring K, o; their elementary sym-
metric functions, A; their power sum symmetric functions. Then the following identities

hold :
r<w, (eq): A +A_ 101+ + A0, 14710, =0

r>w, (eq): A +A_ o1+ +A_uo,=0

These identities are called the Newton’s identities.

2 Presentation of the method

Let C be a cyclic code of length n = 2™ — 1 with defining set I(C), let x be a codeword
of C, let w be the weight of x.
From the preceding part, we can state the following facts :

Let X1, X5..., X, be the locators of x, Ay, Ay ..., A, be the power sum sym-
metric functions of the X;’s. Then A; =0 for ¢ € I(C).

The locator polynomial of x, 0,(Z) splits over GF(2™).

The A;’s and the o;’s are related by the Newton’s identities.

So to find the codeword of weight w, we do the following :

1. Write the Newton’s identities for a weight w with generic A;’s and o;’s, using the

fact that A; =0 for¢ € I(C).

2. Solve the system given by these equations, in order to obtain the o;’s in terms of

the A;’s.

3. Construct the locator polynomial corresponding to these o;’s and test if it splits

over GF(2™).

If we can find such a locator polynomial, then with the locators we can construct a
word of weight w.

If there is a failure at any step of the method then we know that C' contains no word
of weight w.

We will show three ways of using this method.



2.1 Finding a contradiction in the Newton’s Identities.

We want to find the minimum distance of the dual of the BCH code of designed distance
9 and length 63.
The defining set of this code C is [(C) :

0,cl(1),cl(3),cl(5),cl(9),cl(11), el(13), ¢l(21), ¢l (27). (8)
So the BCH bound gives 6 > 8 (As well as the Carlitz-Uchiyama bound).

Let us suppose there exists a codeword x of weight 8. Then its power sum symmetric
functions satisfy :

Ao:A1:A3:A5:A9:A11:A13:A21:A27:07 (9)

and we must have A; # 0 (If not then, by the BCH bound, the weight of x would be
greater than 16.).
Now we can write down the Newton’s identities, one by one :

(eqr) Ar+ o7 =
(egs) 0 =0
(eqo) Aroqg =0
(quo) 0 = 0
(e(hl) Aroqy =0
(qug) 0 = 0
(6’(]13) Aros =
(eqi4) A+ Aror =
(eqis5) A5+ Aros =0
(6%6) A7202 =
(6%7) Aoy =
(efhs) A7204 =
(6%9) Aoy =
(6’(]20) A7206 =0

(eqa1) Ao + Aoy =

The contradiction appears when we see that A; supposed to be non zero has to be
null :

(egz) = or=A:#0
(6(]13) = o =10
(6(]21) = (A7)3 =0

Because there are no o; solutions of the Newton’s identities, this proves that there
can be no locator polynomial of a codeword of weight 8 in C'. So there is no codeword of
weight 8. The bound for (' is raised, and we can try the method for a word of weight 10.

Using several times this method we proved that C' contains no codewords of weight
less than 14. Then we found a word of weight 14, which is an idempotent of C'. So the
true minimum distance of C is 14.

How to find an idempotent is presented in the next subsection :



2.2 Finding idempotents in a cyclic code.

We want to find the minimum distance of the BCH code of length 1023 and designed
distance 253. Let us suppose there exists a codeword x of weight 253. For the power sum
symmetric functions of the locators of x, we have :

Ap=Ay =+ = Apsn = 0, (10)
and :
Agss #0 (11)
(If Agss is equal to zero, then the weight of x is greater than 253 because of the BCH
bound.)

Because the length is large, in order to symplify the problem, we first try to find a
codeword x which is an idempotent. This implies (see [3]) :

= Vk, Ay € GF(2).
(12)
= Agss = 1.
So the computations become much simplier. Here we give a part of a Maple session,
where we compute the A; :
Initialization of the parameter for the programm :
length=1023, designed distance=253, weight=253.
> init(1023,253,253);

The representants of the cyclotomic classes which are not in the defining set of C' are :
{511,495,479,447,439,383,379,375,367,363,351,347,343,341,255}

We try to find a solution for the particular case Aqss =0 :
> Agss = 0;

Agss =10

After computing the values of the o; in terms of the A;, we have equations in terms of
the A;. With these equations, we can find the values of the A; :

eqsor: Auar + Asrs + Asar = 0 = Agar 1= Asar + Aszs

eqs09: Asss + Ass1 =0 = Ass 1= Aags
eqs11: Asin + Asrg 4+ Asus =0 = Asgz i= As11 + Asro
eqsi7: Az +1=0 = Agq =1
eqsio: Asi1 + Azro =0 = As11 1= Asrg
€qs23: Asar =0 = Asyr =10
eqsa7: Aszss =0 = Asgs =0
€qsa3: Azer =0 = Asgr =0
eqss1: Asrs =0 = As7s =10
€q555:. Asrg =0 = Aszrg 1=
eqsr1: Aazo =0 = Ayz9 :=10
eqss3. Aszes+1 =10 = Aags 1=
eqe11: Aaro =0 = Ayro 1=

eqezr: Aags +1 =10 = Augs 1=



In a similar way we obtain a solution for the Newton’s identities in the case A,55 = 1.
These two solutions give us the following locator polynomials :

1_|_266_|_288 _|_2110_|_2132_|_2198_|_2242 _|_2253

1—|-22—|—Z4—|-Z6—|-28—|-210—|—Zl2—|-214—|-216—|-218
+220—|-222 _|_224 _|_226_|_228_|_230 _|_232 _|_234
_|_236 + 238 + 240 + 242 + 244 + 246 + 248 + 250
_I_Z52 _|_254_|_256 _|_258_|_260_|_262 _|_264_|_268
_I_Z72 —|—Z76—|-280 _|_284_|_290_|_294 _|_296_|_2100
_I_Zlo4 _|_2108 _|_le0 _|_le2 _|_le6 _|_2122 _|_2128
—|-2130—|-2136—|-2138—|—Zl44—|-2146—|-2152 _|_2154
_|_2160 _|_2162 _|_2168 _I_Zl70 _I_Zl76 _I_Zl78 _|_2184
_|_2186 _|_2192 _I_Z200 _I_Z208 _I_Z218 _I_Z220 _I_Z222
_|_2224 _|_2232 _|_2238 _|_2240 _|_2242 _|_2246 _|_2252

‘I‘Z253

(Performed with Maple symbolic computation software.)

These polynomials factor over GF(2) in distinct polynomials of degree 2, 5 or 10, which
split over GF(2'%). So these locator polynomials have 253 distinct roots in GF(2'°). (Of
course the factorization of these polynomials is also accomplished with Maple software.)
There exist codewords of weight 253 in €' ; in conclusion, the code C has true minimum
distance 253.

2.3 Finding a locator polynomial by doing an exhaustive re-
search.

We want to find the true minimum distance of the following codes :

let C,, be the binary primitive cyclic code of length 2™ — 1 and zeros o' and o”.

VAN LINT and WILSON showed that C' has minimum distance § < 5, when m #
5,11,13,17 ([5]). Their demonstration is based on algebraic geometry theory, for they
need to know deep algebraic properties of GF(2™).

In the case m = 5, they proved that the minimum distance is five. So the remaining
unsolved cases are : m = 11,13, 17.

We use our method to find a minimum weight codeword :

The defining set contains : 1,2,7,8. So, the Hartmann-Tzeng bound shows that d > 4.
(do=3,s=1,l=1,c1=1,¢c5=1.)



Let us suppose there exists a codeword x of C of weight 4. We associate to x its
locator polynomial o(7) :

ox(Z) =14 017 + 0972 + 037° + 04 7* .

For the power sum symmetric functions, we have A; = A; = 0.
The Newton’s Identities give :

(eq1) : A1+01=0 = o0 = 0
(egs) : As+o03=0 = o03= As
(egs) : As+ Aszo2 =0 = o0y= A;/A;
(egz) : As02+ Azou=0 = o4= ol

Shifting the word by one position corresponds to multiplication of the locators by a.
Because 3 and n are coprime we can shift the word in such a way that A3 = 1. So we
want to find a polynomial with the following form :

0(Z) =14+ As 2%+ 7% + A2 Z* | (13)
which satisfies the following condition :

o,(Z) has four different roots in GF(2™).

Because there is no explicit condition on the coefficients of a polynomial for its decom-
position, our only solution is to make an exhaustive research on all the possible values of
As, testing each time if 0,(7) splits over GF(2™).

The test is the following : compute Z2" mod o,(Z) and test if it is equal to Z. It only
requires m repeated squaring operations of a polynomial modulus an other polynomial,
which is of small degree (i.e. 4).

Using Scratchpad II computation software which is able to compute with polyno-
mials with coefficients in an extension of GF(2™), we found a word of weight 4 in the
three cases m = 11,13, 17, at relative low cost. After doing the change of indeterminates
7% «— A57?, we search for polynomials of the form :

o (Z)=14+2*+Y 7>+ 7%, (14)

where :
3
Y - A5_5
because less operations in finite field are needed for computing these polynomials.

Here are the locators we found in the three cases m = 11, m =13, m =17 :

m =11

GF(QH) = GF(Q)[X]/(XH + X%+ 1), u= X mod (XH + X%+ 1)
(In the three cases we have a = 7)
WS T w1 = a0
WOt o = o1
W B ] = e

00 4 ud w4 b 4wl = o7



So the polynomial x in GF(2)[X]/(X'" —1) is :
Y87 | X660 4y 1178 4 y1769

Then we can verify that o' and o” are zeros of x :

(Ozl)660 + (Ozl)487 + (Ozl)1769 + (a1)1178 =0 (15)
(Oz7)660 + (a7)487 + (Oz7)1769 + (Oz7)1178 =0 (16)
m =13

GF(2®)=GF2)X]/(X®+ X*+ X°+ X +1), u= X mod (X" + X"+ X’ + X +1)

1=a°

W+t b’ ut 41 = o
W B Pt u=a

WO T+ ot dd o+ u = o8

2735

x = XO + X6399 + X2735 + X6454

And we can verify that x is in C' :

(al)o + (a1)6399 + (a1)2735 + (a1)6454 =0 (17)
(O;)O + (a7)6399 + (a7)2735 + (a7)6454 =0 (18)
m =17

GF(2') = GF2)[X]/(X"+ X?+1), u= X mod (X" + X? +1)

W M B w1 T d® 4y = 12473

W B e B 4 = o
W 4w 0 40 4t 4l = o

W M b T 0 4wt 0 4w = 12082

58930

x = X124733 + X58930 + X88726 + X120824

And we can again verify :

(a1)124733 + (Oé1)58930 + (a1)88726 + (a1)120824 =0 (19)



(a7)124733 + (0;)58930 + (07)88726 + (a7)120824 =0 (20)

So in these three cases, the minimum distance is 4.

3 Conclusion

We saw how the use of the Newton’s identities is helpful for studying the minimum weight
codewords of cyclic codes. Of course, we need to use a symbolic computation software for
the manipulation of these identities.

With this method, we proved that the minimum distances of the two BCH codes of
length 255 and designed distance 59 and 61 (See [2]) are 61 and 63 respectively. We also
found a general property of the minimum weight codewords of the BCH codes of length
2™ — 1 and designed distance 272 — 1 (See [1]).
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