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Overview of fairness notions

▶ Group fairness
▶ Demographic parity

P(Ŷ = 1|S = 0) = P(Ŷ = 1|S = 1)

▶ Equality of odds1

∀y ∈ {0, 1} P(Ŷ = 1|S = 0,Y = y) = P(Ŷ = 1|S = 1,Y = y)

▶ · · ·
▶ Individual fairness

▶ Fairness Through Unawareness: Only works if X indep. of S
▶ Fairness Through Awareness2: TODO
▶ · · ·

1Hardt, Price, Srebro, Equality of Opportunity in Supervised Learning
(NeurIPS) 2016

2Dwork,Hardt,Pitassi,Reingold,Fairness Through Awareness (ITCS) 2012
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Dataset : Law school admission. Sensitive attribute : race

▶ Z = 0 Non-white

▶ Z = 1 White
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Attribute Inference Attack

In our work
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Two possible attacks

▶ Soft labels (sl): 0.1, 0.8, 0.2, · · ·
▶ Hard labels (hl): 0, 1, 0, · · ·

Attack(sl) = Sensitive attribute

or

Attack(hl) = Sensitive attribute
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Fairness and attribute inference
attack using hard labels
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Contribution

Demographic parity forbids
attribute inference attack using
hard labels
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Definition
The fairness-level of a classifier Ŷ , that we call Fl(Ŷ ), is

Fl(Ŷ ) = |P(Ŷ = 1|S = 0)− P(Ŷ = 1|S = 1)|

Fl(Ŷ ) ∈ [0, 1] indicates how far Ŷ is from reaching demographic
parity.

Theorem
For all function a : {0, 1} → {0, 1} the balanced accuracy of a ◦ Ŷ
is lesser or equal than 1

2 + 1
2Fl(Ŷ )
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Proof.
▶ We know that we have only four transformations of {0, 1}: 0,

1, id , 1− id .

▶ We compute the balanced accuracy for each of those
applications. For instance for id the balanced accuracy is

1

2
(P(Ŷ = 0|S = 0) + P(Ŷ = 1|S = 1))

=
1

2
(1− P(Ŷ = 1|S = 0) + P(Ŷ = 1|S = 1))

≤1

2
+

1

2
Fl(Ŷ )
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Equality of odds doesn’t forbid
attribute inference attack
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Theorem
For all function a : {0, 1} → {0, 1}, if Ŷ satisfies Equality of odds,
then the balanced accuracy of a ◦ Ŷ is equal to 1

2 if and only if Ŷ
is independent of Y or Y is independent of S.

So, either the prediction task is independent of the sensitive
attribute or the model did not learn.
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Proof.

Ŝ = a ◦ Ŷ

▶

P(Ŝ = 0|S = 0)

=P(Ŝ = 0|S = 0Y = 0)P(Y = 0|S = 0)

+P(Ŝ = 0|S = 0Y = 1)P(Y = 1|S = 0)

▶

P(Ŝ = 0|S = 0) + P(Ŝ = 1|S = 1)

=1 + (P(Y = 0|S = 0)− P(Y = 0|S = 1))(
P(Ŷ ∈ a−1({1})|S = 1Y = 0)− P(Ŷ ∈ a−1({1})|S = 1Y = 1)

)
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Fairness and attribute inference
attack using soft labels
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Demographic parity means ”The prediction is

independent of the sensitive attribute”

Fl(Ŷ ) = 0 ⇔ PŶ ,S = PŶ ⊗ PS

No hypothesis on the support of Ŷ

(i.e. Demographic parity works for hard and soft labels,
classification and regression problems)
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Definition
Ŷ satisfies demographic parity (for S) if and only if PŶ ⊗ PS

Theorem
Let Ŷ : Ω → E and S : Ω → {0, 1}. Ŷ satisfies demographic parity
for S if and only if, for all a : E → {0, 1}, the balanced accuracy of
a ◦ Ŷ is equal to 1

2

This time, we can’t think in terms of number of applications. a
results from any kind of classifier (random forest, neural network,
...)



20/22

Proof.

∀a P(Ŷ ∈ a−1({0})|S = 0) + P(Ŷ ∈ a−1({1})|S = 1) = 1

⇔∀a P(Ŷ ∈ a−1({0})|S = 0) = P(Ŷ ∈ a−1({0})|S = 1)

⇔∀A P(Ŷ ∈ A)|S = 0) = P(Ŷ ∈ A|S = 1)
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Experimental validation

▶ Bounds for hard labels tested on tabular and image dataset

▶ Evaluation of attribute inference attacks against fairness
enforcing mechanisms
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Take away

▶ Generalized demographic parity is a tool to study attribute
inference attack (for hard and soft labels)

▶ Generalizing demographic parity introduces a notion of
fairness in regression


