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Escaping Local Optima
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A Theory-Driven Discussion
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Multiple Targets
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Problem: If there are many better places than my current position, it is I te rated O pt I m a

0 easier to improve. The slope to the better positions is important.
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We consider a sequence of optima that is improving in the
distance to the starting position. In between these optima,
there are worse positions but with guiding information.

Results (starting from a local optimum)

N D
XX v I
N D
v N

9 Key insights: Using global moves works very well. In the case of
guiding information, warm restarts are also very useful.
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0 Problem: Reaching one optimum can be costly. Doing so
multiple times can become more challenging.
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Results (starting from a local optimum)
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@ Key insights: Using larger search distances helps. However,
restarting does not, as each restart only has a decent chance
to be successful so that iterated optima pose a problem.

see bottom right
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Basins of Attraction

An area so attractive that local exploration ( © ) always leads

Deceptive vs. Guiding
to the same (local) optima.

o
e Problem: If the basin of attraction is large but suboptimal, r I n fo r m at I o n
it is hard to escape. .
Eq u I p m e n t Information about a slope is deceptive if local exploration (2 ) leads to

a local optimum. It is guiding if © leads to a global optimum.

Results

/O w \) % As adventurer, you have two possibilities of advancing your search 0 Problem: If deceptive regions are large, they are hard to overcome. If

/ \ guiding information is close to a local optimum, one can still land in the
* « xx x xx local optimum if the search distance is too large.

P> explore at a set distance, never going to worse places P call the helicopter

ﬁ Key insights: Restarts are beneficial and better than larger ./
search distances if the basin of attraction of the global opti- p e 0 0O ah
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Results (starting from a local optimum)
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Always do one of these: Maybe do one of these from time to time: .

/C) ) ... go anywhere randomly * x « « « « «

. explore only in your direct neighborhood (cold restart)

restart

mum is large.

deceptive

local distant

Conclusion

guiding

Any modification to basic local exploration is useful.

(\\\ .. explore in increasing neighborhoods ‘@ ... go anywhere locallly, even 9 Key insights: Larger search distances are useful. Warm restarts only work
Each modification has advantages and disadvantages. R worse places (warm restary for guiding information, but they do so very well.
% ... explore anywhere, with a distribution centered We only consider restarts in combination with 2.
around your position, then continue locally

For our settings, using larger search distances proves
typically more useful than using restarts.
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Details for Nerds

Search space: {0, 1}"

f:{0,1}" = R ... fitness function, to be maximized

|1 ... number of 1sof x € {0,1}" w.p. ... with probability
random ... uniformly at random ex. ... expected
run time ... number of fitness function evaluations until the global optimum

is created for the first time

Algorithms

/O Random local search (RLS). Create a neighbor by randomly flipping a single bit.
If the new solution is not worse in fitness than the old, keep the new one.

RLS + cold restarts (cr). Uses a parameter R € R (. Like RLS, but after nIn R
consecutive iterations without improvement, a random solution is chosen and
the current solution discarded.

o‘@ RLS + warm restarts (wr). The same as with cold restarts, but when restarted, a
random solution that differs in exactly one bit from the current solution is chosen.

\\ Variable neighborhood search (VNS [1]). First, go in random order through all

(\,,f solutions that differ in exactly one bit from the current solution. Once all solutions
have been looked at, go through all solutions that differ in exactly two bits, and so
on. If a solution is found that is not worse than the current one, the new solution is
kept and VNS starts creating solutions that differ in one bit.

(1+1) memetic algorithm (MA [2]). Create a new solution by flipping each bit of
the current solution independently with probability 1/n. Afterward, in a random
order, flip each bit, keeping on-the-fly all flips that improve the solution. If this new
solution is not worse than the current one, keep the new solution.

We analyze the run time of these algorithms on various functions, found below.

Basins of Attraction
Algorithm TwoMax
RLS oo w.p. at least 0.5
cr-RLS, R € w(n) ex. O(nlog(nR))
wWr-RLS, R € w(n) n®™ w.p.atleast (1 - 0(1))0.5
VNS Q(2") w.p. at least (.5
(141) MA n™ w.p. atleast 0.5
Deceptive vs. Guiding Information
Algorithm Jump, CLIFFy
RLS oo w.p.1—o0(1) oo w.p.1—o0(1)
cr-RLS ex. Q(2") ex. Q(2"/n%)
wr-RLS, R € Q(n) ex. n®™ ex. O(n®log R)
VNS ex. O(n?) ex. O(n9)
(1+1) MA ex. @(nd*t!) ex. O(n®)
Multiple Targets
Algorithm SHIFTEDJUMP SHIFTEDCLIFF 4
RLS oo w.p.1-0(1) oo w.p.1-0(1)
cr-RLS ex. Q(2") ex. Q(z"(n/z_l)_l)
wr-RLS, R € Q(n) ex. n®™ ex. O(nlogR)
VNS ex. O(n%™) ex. O(n%™)
(1+1) MA ex. O(n) ex. O(n)
Iterated Optima
Algorithm HURDLERIDGE CLIFFRIDGE,
RLS oo w.p.1—o0(1) oo w.p.1—o0(1)
cr-RLS ex. Q(2") ex. Q(2")
wr-RLS, R € Q(nlogn) n®® wp.1-0(1) ex. O(n®+n*logR)
VNS ex. O(n*) ex. O(n%)
(1+1) MA ex. 0(n%) ex. 0(n%)
Function Bestiary
Jump,(x)
TWOMAX(x) 0
n+d : CLIFFy(x)
n .
n—d
n/2 / ~
d
0 5 > X 0 = _d\,f lxy 0 nd @ Xl
‘o n+1 if x =17, PN |x|1 +d if|x|; € [n—d] U {n}, PN |x|1 if |x|; € [n—d],
max{|x|o, |x|1} else |x]o else |x|1 —d+1/2 else
Ja(x) SHIFTEDJUMP;(x)
A A
e ,_}_,/// n+d e CLIFFy(x)
////// / - dV/
d
. DY _ n—d _
0 n L 0 s xh 0 3njd 1 |x[1
2n ifi=n .
’ x if |x n n .n || if' || [3n/4],
fa@) ={fa(i+1)+2d -3 ifd|n—i, x'_){:x:l-'-d eﬁs|e|1€[3 /41U [3n/4 +d..n, xH{|x|1—d+l/Z elsele
. xh an—|x|y |xlo if x # 11xlgn=Ixl,
HURDLERIDGE,(x) = {n *allxl) i x = thehonleh, CLIFFRIDGE (x) = [n+ |1 if |x|1 € [n—d],
|x]o else
n+|xli —d+1/2 else

Information for Nerds
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