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Malgré des performances parfois stupéfiantes des réseaux de neurones nourries avec de grande quantité de données (Deep Learning), la capacité d'apprendre continuellement au fil du temps en adaptant de nouvelles connaissances tout en conservant les expériences déjà apprises représente un défi de longue date pour l'apprentissage automatique et par conséquent, pour le développement de systèmes d'intelligence artificielle (AI)

Le principal problème lié à l'apprentissage continu est que les modèles actuels sont enclins à l'oubli catastrophique ou à l'interférence catastrophique, c'est-à-dire que l'apprentissage d'un modèle interfère avec les connaissances déjà acquises. Ce phénomène conduit généralement à une diminution brusque des performances ou, dans le pire des cas, à l'écrasement complet des anciennes connaissances par la nouvelle. Les modèles d'apprentissage de réseaux de neurones actuels (profonds) excellent dans un certain nombre de tâches de classification en s'appuyant sur un grand nombre d'échantillons d'apprentissage (partiellement) annotés. Cependant, ce schéma d'apprentissage suppose que tous les échantillons sont disponibles pendant la phase d'apprentissage. Bien que le re-apprentissage à partir de rien évite de manière pragmatique les interférences catastrophiques, cette méthodologie est très inefficace et empêche l'apprentissage de nouvelles données en temps réel.

Pour surmonter les interférences catastrophiques, les systèmes d'apprentissage doivent, d'une part, montrer la capacité d'acquérir de nouvelles connaissances et d'affiner les connaissances existantes sur la base nouvelles données acquises en continu et, d'autre part, empêcher les nouveaux intrants d'interférer de manière significative avec les connaissances. La mesure dans laquelle un système doit être plastique pour intégrer de nouvelles informations et stable pour ne pas interférer de façon catastrophique avec les connaissances consolidées est connu sous le nom de dilemme stabilité-plasticité.

Ces dernières années, nous avons constaté un regain d’intérêt pour l’apprentissage continu, tant pour la classification supervisée que pour l’apprentissage par renforcement. Plusieurs approches intéressantes ont été proposées telles que: Learning without Forgetting [1], Progressive Neural Networks [2], Active Long Term Memory Networks [3], Adaptive Convolutional Neural Network [4], PathNet [5], Incremental Regularized Least Squares [6], Elastic Weight Consolidation [7], Encoder-based Lifelong Learning [8].

Les travaux que nous envisageons durant la thèse doivent permettre de développer des méthodes d’apprentissage capables de s’adapter à de nouvelles connaissances, comme de nouveaux exemples ou de nouvelles classes mais rester durables en termes de ressources (calcul/mémoire). In fine, ces méthodes devront poser les bases d’agents autonomes qui a l’instar des humains et des animaux ont la capacité à apprendre de nouvelles tâches de façon autonome.
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