
Automati Reformulation of Bilinear MINLPsLeo LibertiCNRS LIX, Éole Polytehnique, F-91128 Palaiseau, Frane.liberti�lix.polytehnique.fr1 IntrodutionWe show how to derive tight onvex relaxations of Mixed-Integer Nonlinear Programmingproblems (MINLPs) involving bilinear terms and linear equation onstraints. This is ruialfor the e�ieny of Branh-and-Bound algorithms. Suh MINLPs our frequently in manyappliation �elds, ranging from engineering [1℄ to graph theory [2℄. Our method identi�es asubset of Reformulation-Linearization Tehnique (RLT) onstraints [8℄ whih are shown toreformulate the problem exatly.2 Redution onstraintsWe �rst linearize the original problem so that eah nonlinear term g(x) (where x is avetor of n variables) is substituted by a linearizing variable w, and a orresponding de�ningonstraint w = g(x) is added to the formulation [9℄. Seondly, we onsider multiplying theset of linear equality onstraints ∑n

j=1 aijxj = bi (i ∈ I) by a subset of problem variables
xk (k ∈ K). We hoose I and K suh that the produts reate the least possible number ofnew bilinear terms [6℄. Next, we replae the terms xjxk by their linearizing variables wjk,obtaining a system of linear equality onstraints ∀i ∈ I, k ∈ K

∑n

j=1 aijwjk = bixk alledredution onstraints, also written as :
∀k ∈ K Awk − xkb = 0, (1)where Ax = b is the set of linear equations indexed by I and wk = (w1k, . . . , wnk). Replaing

b = Ax yields ∀k ∈ K A(wk − xkx) = 0. If we now de�ne zjk = wjk − xjxk for j ≤ n and
zk = (z1k, . . . , znk), we an see that (1) is equivalent to

∀k ∈ K Azk = 0. (2)Let B,N be sets of index pairs suh that zjk is basi for (2) if (j, k) ∈ B nonbasi if (j, k) ∈ N .Sine (2) is homogeneous, setting zjk = 0 for all (j, k) ∈ N yields neessarily zjk = 0 forall j ∈ I, k ∈ K. By de�nition of zjk, this means that if we impose the bilinear de�ningonstraints wjk = xjxk for (j, k) ∈ N and system (1), the de�ning onstraints indexedby B are implied automatially. Thus, the problem an be reformulated exatly to a formwith more linear onstraints (1) and fewer bilinear de�ning onstraints. Sine the onvexrelaxation only a�ets the nononvex terms, fewer terms are relaxed in the reformulatedproblem. Consequently, the relaxation is likely to be tighter.



2 L. Liberti3 Reduing the onvexity gapFor most linear systems (2) the partition B,N in basis/nonbasis is not unique. Considera funtion f : X ⊆ R
n → R with onvex lower bounding funtion f(x) and onave upperbounding funtion f̄(x). Then the set S̄ = {(x,w) | x ∈ X ∧ f(x) ≤ w ≤ f̄(x)} is aonvex relaxation of the set S = {(x,w) | x ∈ X ∧ w = f(x)}. We de�ne the onvexitygap o be the volume ∫

x∈X
(f̄(x) − f(x))dx of the set S̄. Let Vjk be the onvexity gap of

xjxk. It is possible to show that Vjk is a monotonially inreasing funtion of the variablerange sizes xU
j − xL

j , xU
k − xL

k . By Set. 2, only the terms indexed by N are atually relaxed.Thus, we want to hoose B,N suh that ∑
(j,k)∈N Vjk is minimum, or equivalently suhthat ∑
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