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Abstract

Interval-gradient cuts are (nonlinear) valid inequalities for nonconvex NLPs defined for constraints
g(x) ≤ 0 with g being continuously differentiable in a box [x, x̄]. In this paper we define interval-
subgradient cuts, a generalization to the case of nondifferentiable g, and show that no-good cuts (which
have the form ‖x−x̂‖ ≥ ε for some norm and positive constant ε) are a special case of interval-subgradient
cuts whenever the 1-norm is used. We then briefly discuss what happens if other norms are used.

1 Introduction

We consider a general (nonconvex) Nonlinear Program (NLP)

(P ) min f(x) (1)

gj(x) ≤ 0 j ∈ C (2)

xi ≤ xi ≤ xi i ∈ N (3)

where the constraint functions gj : Rn → R (n = |N |) are not necessarily convex. We denote by X = [x, x]
the (finite) box containing the feasible region.

If no further structure is known for problem (1)–(3), the most widely used solution algorithm is spatial
Branch-and-Bound (sBB) [28, 18, 6]. This involves finding a lower and an upper bound to the optimal
objective function value. Whilst any feasible point of P yields an upper bound, lower bounds are obtained
by solving a relaxation of P . If these bounds differ by more than a required solution accuracy ε > 0, then
two sets X`, Xr are determined so that X` ∪ Xr contains the feasible region. This procedure is applied
recursively to each of the problems (P subject to x ∈ X`) and (P subject to x ∈ Xr). The disjunction
given by X`, Xr is chosen so that it changes the formulation of the relaxation: in particular, convergence
is attained if the lower bound is guaranteed to increase monotonically. Common choices for generating the
disjunction are to select a branching variable and a branching point in its range, and construct X`, Xr as
the two sub-boxes obtained by splitting X along the branching variable coordinate at the branching point.
Iterating this procedure, sBB generates a search tree whose exploration finitely yields a ε-optimal solution of
P , which means that, technically speaking, it is an approximation algorithm (for specific problem structures,
convergence to an exact optimum is possible [1, 8]). In general, setting ε = 0 might yield a nonterminating
procedure. Within the sBB algorithm, if the solution x̂ for the the relaxation is feasible for P , then the lower
bound is surely larger than or equal to the upper bound and no branching occurs (the node is fathomed). If,
instead x̂ is infeasible for P , it is highly desirable to tighten the current relaxation and improve the bound
by adding a valid cutting plane (cut for short) that cuts off x̂.

Although (linear) cutting planes have been an essential part of Branch-and-Bound (BB) algorithms for
Mixed-Integer Linear Programming (MILP) for decades now, generic sBB implementations have only re-
cently started to include nontrivial cuts. A good review for existing Mixed-Integer Nonlinear Programming
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(MINLP) cuts is [21, Sect. 7.1]. It includes linearization or outer approximation cuts (tangents at x̂ whenever
the relaxation is convex), knapsack cuts (which require solving an auxiliary global optimization problem),
interval gradient cuts (discussed below), Lagrangian cuts (derived from a “partial dual” relating to some
linear constraints in the problem), and level cuts (derived from an upper bound to the optimal objective
function value). RLT-type cuts, derived by multiplying constraint factors (e.g. if gi(x) ≤ 0 and gj(x) ≤ 0,
then gi(x)gj(x) ≥ 0 is a valid inequality) are discussed in [26], and a specialization thereof in [19]. In [22],
lifting techniques are discussed in the framework of NLP; [25] discusses an extension of the RLT to convex
Mixed-Integer Programming (MIP). A certain attention has been devoted to conic MIP [10, 2]; in part, this
is due to the fact that Lift&Project techniques (see, e.g., [3]) to compute valid inequalities for the union of
two convex sets can easily be extended to the nonlinear setting [11], and this may produce strong conical
reformulations of MIPs [27, 15] out of which effective cuts may be obtained [14].

In this paper we consider in particular Interval-gradient cuts [7, 21]. Generated from constraints (2),
these cuts are based on estimating the range of the gradient of each of the functions gj over the box X. Our
first result is the generalization of the concept of interval-gradient cuts to that of interval-subgradient cuts,
so as to allow application to nondifferentiable functions. We show by means of an example that this may
lead to stronger cuts with respect to those obtained by a smooth reformulation of the nonsmooth constraint.

Moreover, we consider the extension to MINLP of a classical family of MILP cuts mostly known as
No-good cuts (or Farkas cuts) and originally introduced, to the best of our knowledge, in [4] with the name
of canonical cuts. These cutting planes are generated with respect to a specific solution x̂ by imposing a
positive distance between x̂ and any new solution1. Such a distance can be enforced in the MINLP context
through any norm while the 1-norm is used in MILP. Our main result is to show that no-good cuts in the
1-norm are a special case of interval-subgradient cuts. Furthermore, we discuss the case of no-good cuts with
a p-norm for any p > 1, which are stronger than those with the 1-norm, showing that the corresponding
interval-subgradient cuts are the same (and, therefore, not stronger than) those obtained by the 1-norm
no-good cut.

The paper is organized as follows. In Sections 2 and 3 interval-gradient/subgradient and no-good cuts are
presented, respectively. In Section 4 we show how to obtain no-good cuts starting from interval-subgradient
cuts. In Section 5 we discuss no-good cuts derived from more general norms and their relationships. Finally,
Section 6 concludes the paper.

2 Interval-gradient and Interval-subgradient Cuts

Let gj be a selected nonconvex constraint in the set (2) above. Because in this section the index j is fixed,
for the sake of simplifying the notation we drop it. We assume knowledge of the interval-gradient of g over
X, i.e., of a finite box D = [d, d] such that ∇g(x) ∈ D for all x ∈ X. Of course, this definition requires g to
be differentiable everywhere on X. Then, one can show [7, 21] that the (nonconvex) function

g(x) := g(x̂) + min
d∈D

d(x− x̂) (4)

with x̂ ∈ X, underestimates g in the feasible region, i.e., g(x) ≤ g(x) for all x ∈ X. Therefore, the
interval-gradient (nonconvex) cut

g(x) ≤ 0 (5)

is valid.

We now proceed to show that interval-gradient cuts can be defined even for nondifferentiable constraint
functions g, as long as they are locally Lipschitz at every point in an open set containing X. This requires
appropriate tools from nondifferentiable analysis, and in particular Clarke’s subgradient

∂g(x) :=
{
ξ ∈ Rn : g◦(x; v) ≥ ξv ∀ v ∈ Rn

}
1No-good cuts have been recently used in MINLP in [20].
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where

g◦(x; ξ) := lim sup
y→x,t↓0

g(y + tξ)− g(y)

t

is Clarke’s generalized directional derivative. We will loosely refer to the elements ξ ∈ ∂g(x) as subgradi-
ents, mostly in homage to their convex counterparts (see below). It can be shown [12] that ∂g is a sound
generalization of the gradient ∇g at least in the case where g is locally Lipschitz at all points of X, because:

• ∂g(x) is nonempty, convex and compact for each x ∈ X;

• whenever g is differentiable at x, ∂g(x) = { ∇g(x) };

• if g is convex, then ∂g(x) coincides with the standard definition of subdifferential from convex analysis,
that is the set of all subgradients ξ ∈ Rn satisfying

g(y) ≥ g(x) + ξ(y − x) ∀ y ∈ Rn

(known as the subgradient inequality); furthermore, since ∂(−f)(x) = −∂f(x), the same holds for
concave functions (modulo the appropriate change in sign);

• if g is locally Lipschitz at each point of (the compact set) X, then it is globally Lipschitz on the
whole of X; therefore, there exists a finite box D = [d, d] such that ∂g(x) ⊆ D for all x ∈ X, since
all subgradients belong to the ball of center 0 and radius K, where K < ∞ is the global Lipschitz
constant of g over X [12, Proposition 2.1.2(a)].

All this leads to the following proposition:

Proposition 2.1. Let g be locally Lipschitz at every point in an open set containing X, let D be a finite box
such that ∂g(x) ⊆ D for all x ∈ X, and let g(x) = g(x̂) + mind∈D d(x − x̂) as in (4). Then the inequality
g(x) ≤ 0 is valid for P .

Proof. We simply invoke the Mean-Value Theorem for nondifferentiable functions [12, Theorem 2.3.7], which
states that, given x and x̂ such that g is Lipschitz in an open set containing the (closed) interval [x̂, x] there
exists some u in the (open) interval (x̂, x) and some ξ ∈ ∂g(u) such that g(x) = g(x̂) + ξ(x − x̂). Whence,
g(x) ≥ g(x̂) + mind∈D d(x− x̂) = g(x) for all x ∈ X, as desired.

Therefore, (5) is also valid in the nondifferentiable case. We refer to these as interval-subgradient cuts,
as D can be reasonably called the interval-subgradient of g over X.

For future reference, we note here that (5) can be reformulated by means of added binary variables and
constraints as follows:

g(x̂) +
∑
i∈N

(dix
+
i − dix

−
i ) ≤ 0 (6)

x− x̂ = x+ − x− (7)

x+i ≤ zi(xi − xi) i ∈ N (8)

x−i ≤ (1− zi)(xi − xi) i ∈ N (9)

x+ ≥ 0, x− ≥ 0 (10)

z ∈ {0, 1}n. (11)

This requires introducing 2n additional continuous variables, n additional binary variables and 3n+ 1 addi-
tional constraints.
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2.1 Computing interval subgradient ranges

In the literature, the computation of an outer approximation of the interval vector D is proposed for the set
F of closed form representable differentiable functions, whose elements can be written recursively in terms
of arithmetic and algebraic operators of other functions in F. That is, given constant and identity functions
(variables) as “leafs”, each element of F is associated to a syntactic tree whose inner nodes corresponds
to differentiable n-ary functions h : Rn → R such that all partial derivatives are computable and the
computation algorithm is provided explicitly [18]. Contracting leaf vertices with equal labels yields a Directed
Acyclic Graph (DAG), and the gradient f ′ of a function f ∈ F can be constructed recursively by exploiting its
DAG [24, 6, 18]. Enclosing approximations to the minimum and maximum values attained by f ′(x) whenever
x ranges in X can be obtained using well-established techniques such Optimization-Based Bounds Tightening
(OBBT) [18, 6, 9], which exploits a convex relaxation of f ′ constructed using the DAG representation, or
Feasibility-Based Bounds Tightening (FBBT) [18, 6, 5], a forward-backward interval arithmetic recursive
algorithm on the DAG of f ′.

Similar techniques can be used to construct outer approximations of the Clarke subdifferential of nondif-
ferentiable functions, thus extending F to a larger set functions. Indeed, for a univariate function f : R→ R
(with the properties assumed above) the set ∇f(x) is a real interval, so basically the same interval arith-
metic techniques can be easily adapted. This allows to extend the treatment to several useful n-ary func-
tions h : Rn → R that cannot be ordinarily dealt with, one of the most relevant being the “max” function
(which, by standard techniques, implies other useful functions such as “min” and “| · |”). Indeed, for
h(x) = max(h1(x), h2(x)) one has

∂h(x) =

 ∂h1(x) if h1(x) > h2(x)
∂h2(x) if h1(x) < h2(x)
co({∂h1(x), ∂h2(x)}) if h1(x) = h2(x)

[12, Proposition 2.3.12]. Therefore, interval analysis allows to derive an estimate over D for h given the
ranges X1 ⊆ X and X2 ⊆ X such that h1(x) ≥ h2(x) and h1(x) ≤ h2(x), respectively, and estimates D1 and
D2 for h1 over X1 and h2 over D2, respectively.

2.2 Example

We now show, by means of an example, that interval-subgradient cuts may be stronger than interval-gradient
ones for equivalent smooth formulations, precisely because the ranges D for the former are tighter (smaller)
than those for the latter. Consider the NLP formulation:

min y (12)

− y + x− 3 ≤ 0 (13)

− y − x− 3 ≤ 0 (14)

− y + min(x(x− 2), x(x+ 2)) ≤ 0 (15)

(x, y) ∈ [−2, 2]× [−3, 0], (16)

whose difficult part is the nonlinear, nonconvex and nondifferentiable constraint (15). A practical way to
handle (12)–(16) is to drop (15) and solve the resulting LP relaxation; this yields (x, y) = (0,−3), which is
infeasible with respect to (15). We thus derive the interval-subgradient cut corresponding to (15) at (0,−3).
It is easy to verify that D = [−2, 2]× {−1}, whence

(3 + 0) + min
d∈[−2,2]

d(x− 0) + min
d∈[−1,−1]

d(y + 3) = 3− 2|x| − y − 3 ≤ 0⇒

−y − 2|x| ≤ 0. (17)
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By comparison, in order to derive an interval-gradient cut we reformulate the original problem to a differen-
tiable MINLP as follows:

min y

(13), (14), (16)

− y + z(x(x− 2)) + (1− z)(x(x+ 2)) ≤ 0 (18)

z ∈ {0, 1}

Dropping (18), the obtained MILP has two equivalent optimal solutions (x, y, z) = (0,−3, 0) and (x, y, z) =
(0,−3, 1), neither of which is feasible in the original MINLP. It is easy to verify that D = [−6, 6]× {−1} ×
[−8, 8]; thus, the interval-gradient cuts derived from (18) at (0,−3, 0) and (0,−3, 1) are, respectively,

3 + min
d∈[−6,6]

d(x− 0) + min
d∈[−1,−1]

d(y + 3) + min
d∈[−8,8]

d(z − 0) = −6|x| − y − 8z ≤ 0

3 + min
d∈[−6,6]

d(x− 0) + min
d∈[−1,−1]

d(y + 3) + min
d∈[−8,8]

d(z − 1) = −6|x| − y + 8(z − 1) ≤ 0 .

For the feasible values z can take in {0, 1}, these yield

−6|x| − y ≤ 0 (19)

−6|x| − y − 8 ≤ 0, (20)

(20) being clearly weaker than (19) and therefore redundant. In turn, (19) is weaker than (17), despite the
fact that both require 2 continuous variables, 1 binary variable and 7 constraints in order to be linearized.
This shows that interval-subgradient cuts may prove to be stronger than interval-gradient ones.

3 No-good Cuts

A no-good cut is an inequality which cuts off a specific solution x̂ of a problem P . One possible general
formulation for this cut is

‖x− x̂‖ ≥ ε, (21)

with ε > 0 chosen in such a way that no feasible solution of P lies in the ball of center x̂ and radius ε. An
appropriate ε ensuring that (21) does not cut off any other feasible point can only be found if x̂ is an isolated
point (in the topology induced by ‖ · ‖) of the feasible region of P .

An issue with constraint (21) is that it is nonconvex (reverse convex, more precisely). However, there are
different ways to reformulate (21) as a linear constraint. In general they are quite inefficient, but for some
special cases, like the (important) case in which x ∈ {0, 1}n, (21) using the ‖ · ‖1 norm becomes∑

i∈N :x̂i=0

xi +
∑

i∈N :x̂i=1

(1− xi) ≥ 1. (22)

We remark that this reformulation does not require additional variables or constraints. Defining the norm of
constraint (21) as ‖·‖1 and because x̂i is a binary variable, ‖xi− x̂i‖ = xi when x̂i = 0 and ‖xi− x̂i‖ = 1−xi
when x̂i = 1 , and we have, for ε = 1, inequality (22). Exploiting this idea one can generalize the no-good
cut to continuous variables∑

i∈N :x̂i=xi

(xi − xi) +
∑

i∈N :x̂i=xi

(xi − xi) +
∑

i∈N :xi<x̂i<xi

(x+i + x−i ) ≥ ε (23)

(and to general integer variables by setting ε = 1) where, for all i ∈ N̂ := {̂i ∈ N : xi < x̂i < xi}, we need
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the following additional constraints and variables:

xi = x̂i + x+i − x
−
i (24)

x+i ≤ zi(xi − xi) (25)

x−i ≤ (1− zi)(xi − xi) (26)

x+i ≥ 0, x−i ≥ 0 (27)

zi ∈ {0, 1}. (28)

This leads to an inefficient way to handle no-good cuts, because 2|N̂ | additional continuous variables, |N̂ |
additional binary variables and 3|N̂ |+ 1 additional equations are needed. As will be pointed out in the next
section, this MILP formulation of the no-good cut for general integer variables is the interval-subgradient
cut of constraint (21) at x̂ by using the ‖ · ‖1 norm.

4 Interval-subgradient and No-good Cuts

In the following we prove that the interval-subgradient cut is a generalization of the no-good cut (23)-(28).

Theorem 4.1. The no-good cut (23)-(28) can be derived by generating the linearization of the interval-
subgradient cut (6)-(11) from constraint (21) using ‖ · ‖1.

Proof. Let us consider the nonconvex inequality (21) with ‖ · ‖ being ‖ · ‖1. We try to generate an interval-
subgradient cut with respect to point x̂. Since g(x̂) = 0, we have

g(x) = min
d∈D

d(x− x̂) = min
d∈[−e,e]

d(x− x̂) (29)

with e = (1, 1, ..., 1) because the subgradient of |xi − x̂i| stays in the range [−1, 1] ∀i ∈ N . This can be
rewritten as

g(x) =
∑
i∈N

min
di∈[−1,1]

di(xi − x̂i) =
∑
i∈N

min((xi − x̂i),−(xi − x̂i)) =∑
i∈N
−max(−(xi − x̂i), (xi − x̂i)) = −

∑
i∈N
|xi − x̂i| (30)

whence
−
∑
i∈N
|xi − x̂i| ≤ −ε (31)

is our interval-subgradient cut which is equivalent to (21), thus can be linearized with (23)-(28).

No-good cuts have been extensively used both in MILP and Constraint Programming in a number of
sophisticated algorithmic frameworks. For example, they have been used in [13] to tighten linear relaxations
of MILPs involving logical implications modeled through big-M coefficients, in [16] with the name of “con-
flicts” to guide the search and for propagation in [17]. The fact of no-good cuts are in turn a special case of
interval-subgradient cuts could lead to the extension of some of the above techniques to the MINLP context.

5 No-good Cuts of p-norms

We now extend the previous treatment to the general case of p-norms

‖x‖p =

(
n∑

i=1

|xi|p
)1/p
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where 1 ≤ p < ∞. It is well-known that p-norms are convex and non-increasing in p, i.e., ‖ · ‖q ≤ ‖ · ‖p for
p < q. Of course, the most common case is the standard Euclidean norm p = 2. It is also well-known that
one can also take p→∞, resulting in the ∞-norm (or Tchebycheff norm)

‖x‖∞ = max
{
|xi| : i = 1, . . . , n

}
.

Since balls in the q-norm are larger than balls in the p-norm when q > p, the generic no-good constraint in
the p-norm:

‖x− x̂‖p ≥ ε (32)

(which requires to be outside one such ball) gets stronger as p increases. In other words, the constraint in
the 1-norm of the previous sections is the weakest possible. Therefore, assuming one derives a valid no-good
constraint for some p > 1, it might be reasonable to derive the corresponding interval-subgradient cut, in
the hope that it also turns out to be stronger. We now prove that this is not the case.

Theorem 5.1. The linearization of the interval-subgradient cut derived from the no-good cut (32) for any
p > 1 is equivalent to the one derived from the no-good cut in the 1-norm.

Proof. We start evaluating the interval-subgradient of the p-norm. From ordinary chain rules of derivation
for ‖x‖p = (

∑n
i=1 f(xi)

p)1/p with f(z) = |z|, one has that in all points where ‖ · ‖p is differentiable (that is,
none of the xi is null) the i-th component of the gradient is

f ′(xi)f(xi)
p−1(∑n

i=1 f(xi)p
)(p−1)/p =

sign(xi)|xi|p−1(∑n
i=1 |xi|p

)(p−1)/p . (33)

Now, by [23, Theorem 25.6] the subdifferential of any convex function at x̄ is the closed convex hull of all
vectors g that are limits of sequences of gradients at x̄i for all possible sequences {x̄i} → x̄ such that the
function is differentiable at each x̄i (plus the normal cone of the domain of at x̄, which is {0} here since
the domain of ‖ · ‖p is the whole of Rn). Therefore, ∂‖x‖p for x 6= 0 is the set of all vectors of the form
(33), provided that one interprets sign(xi) as ∂|xi| (that is, sign(0) = [−1, 1]). Hence, ∂‖x‖p ⊆ [−e, e], as in
(33) the absolute value of the numerator is always smaller than the denominator. The interval-subgradient
D cannot be made smaller, as can be clearly seen by considering all the points of the form αei, where
the ratio evaluates to sign(α) (with ei being the i-th component of the canonical basis of Rn). Hence, D
contains [−e, e], and since ∂‖0‖p ⊆ [−e, e] as well for the above-mentioned property, D = [−e, e]. The case of
p =∞ is even more obvious, although the result has to be obtained along different lines, using rules for the
subdifferential of the maximum of convex functions. However, it is well-known [23, comments to Theorem
23.1] that

∂‖x‖∞ = conv
(

sign(xi)ei : i ∈ Ix
)

where Ix = { i : |xi| = ‖x‖∞ }, and again ∂‖0‖∞ = [−e, e]. It is therefore clear that D = [−e, e] as well.
This implies that, deriving the interval-subgradient cut from the general no-good cut in the p-norm, gives:

g(x) := ‖x̂‖p + min
d∈[−e,e]

d(x− x̂) := min
d∈[−e,e]

d(x− x̂) (34)

for any p > 1. The result follows by comparing (34) and the interval-subgradient cut obtained using the
no-good cut in the 1-norm (29) of Section 4.

In the example of Sect. 2.2, adjoining a no-good cut to make (x, y) = (0,−3) infeasible would be less
effective than the use of interval-gradient/subgradient cuts. Since the variables involved in the formulation
are continuous ε is small. Thus, the proportion of relaxed feasible region excluded by the resulting no-good
cut would be rather small.
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6 Conclusions

In this paper we presented a generalization of interval-gradient cuts to the case of nondifferentiable functions,
which we called interval-subgradient cuts. We showed that no-good cuts are a special case of interval-gradient
cuts when they are generated from the 1-norm function. Finally, we have shown that writing the linearized
version of the interval-subgradient cut associated with a no-good cut with p-norm for any p > 1 does not
help in making the cut stronger than that with the 1-norm.
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