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# Error Correcting Pairs algorithm 

PECP for Reed-Solomon codes

PECP for Algebraic Geometry codes
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## Error Correcting Pairs algorithm

## Problem

Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code and $y \in \mathbb{F}_{q}^{n}$. Given $t \in \mathbb{N}$, find a codeword $c$ such that

$$
\mathrm{d}(y, c) \leq t
$$
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Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code and $y \in \mathbb{F}_{q}^{n}$. Given $t \in \mathbb{N}$, find a codeword $c$ such that

$$
\mathrm{d}(y, c) \leq t
$$

## Hypothesis

There exist $c \in C$ and $e=\left(e_{1}, \ldots, e_{n}\right) \in \mathbb{F}_{q}^{n}$ with $w(e)=t$ such that

$$
y=c+e .
$$

We denote the support of the error vector by

$$
I=\left\{i \in\{1, \ldots, n\} \mid e_{i} \neq 0\right\} .
$$
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## Error Correcting Pairs (ECP)

Given a linear code $C \subseteq \mathbb{F}_{q}^{n}$, a pair of linear codes $(A, B)$ with $A, B \subseteq \mathbb{F}_{q}^{n}$ is a $t$-error correcting pair for $C$ if

- $A * B \subseteq C^{\perp}$;
- $\operatorname{dim}(A)>t$;
- $\mathrm{d}\left(B^{\perp}\right)>t$;
- $d(A)+d(C)>n$.


## Theorem (R. Pellikaan, 1992)

Let $C \subseteq \mathbb{F}_{q}^{n}$ be a linear code. If there exists a $t$-error correcting pair for $C$, then for all $y \in \mathbb{F}_{q}^{n}$ such that

$$
y=c+e,
$$

with $c \in C$ and $w(e) \leq t$, the ECP algorithm recovers $c$ with complexity $O\left(n^{3}\right)$.
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## Proposition

If a linear code $C$ has a $t$-error correcting pair, then

$$
t \leq\left\lfloor\frac{\mathrm{d}(C)-1}{2}\right\rfloor
$$

Let $J=\left\{j_{1}, \ldots, j_{s}\right\} \subset\{1, \ldots, n\}$ and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}_{q}^{n}$. We denote

- $x_{J}:=\left(x_{j_{1}}, \ldots, x_{j_{s}}\right)$ (puncturing);
- $Z(x):=\left\{i \in\{1, \ldots, n\} \mid x_{i}=0\right\}$.
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$\longrightarrow$ we take $J:=Z(M)$.

## Recovering e

Let $H \in \mathcal{M}(n, m)$, and $H^{i}$ its columns. Given $J \subseteq\{1, \ldots, m\}$, we define
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H_{J}=\left(H^{j}\right)^{j \in J}
$$
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## Proposition

We have that $\mathrm{d}\left(B^{\perp}\right)>t$ if and only if

$$
t \leq\left\lfloor\frac{\mathrm{d}(C)-1}{2}\right\rfloor
$$

## Berlekamp-Welch key equations and the choice of $M$
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## Proposition

We have that $\mathrm{d}\left(B^{\perp}\right)>t$ if and only if
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## Power Error Correcting Pairs algorithm with power $\ell=2$

## Error Locating Pair

Given $A, B, C$ linear codes of length $n,(A, B)$ is a $t$-error locating pair (QECP) for $C$ if
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Before we used "If $A * B \subseteq C^{\perp}$ and $\mathrm{d}\left(B^{\perp}\right)>t$, then $A(I)=M$."
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Power Decoding algorithm's key equations
If $\Lambda(x)=\prod_{i \in I}\left(x-x_{i}\right)$ and $N_{j}(x):=\Lambda(x) f^{j}(x)$ for $j=1,2$, then

$$
\left\{\begin{array}{l}
\left(\Lambda\left(x_{i}\right)\right)_{i} * y=\left(N_{1}\left(x_{i}\right)\right)_{i} \\
\left(\Lambda\left(x_{i}\right)\right)_{i} * y^{* 2}=\left(N_{2}\left(x_{i}\right)\right)_{i}
\end{array}\right.
$$

Hence, if we consider $A=R S[n, t+1], B^{\perp}=R S[n, t+k]$ as before, we get

- $\left(N_{1}\left(x_{1}\right), \ldots, N_{1}\left(x_{n}\right)\right) \in B^{\perp}$;
- $\left(N_{2}\left(x_{1}\right), \ldots, N_{2}\left(x_{n}\right)\right) \in B^{\perp} * C$;
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$\longrightarrow$ we take $M=M_{1} \cap M_{2}$.
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```

We look for a necessary condition to have $M=A(I)$.

Since $M(I)=A(I)$, we get the implications:

$$
M=A(I) \Longleftrightarrow M(I)=M \Longleftrightarrow M_{I}=\{0\} .
$$

Given $a \in A$, we have by definition of $M_{1}$

$$
a \in M_{1} \Longleftrightarrow\langle a * y, b\rangle=0 \quad \forall b \in B .
$$

If $A * B \subseteq C^{\perp}$, this is equivalent to $a_{l} \in(e * B)_{l}^{\perp}$.

Given $a \in A$, we have by definition of $M_{1}$

$$
a \in M_{1} \Longleftrightarrow\langle a * y, b\rangle=0 \quad \forall b \in B .
$$

If $A * B \subseteq C^{\perp}$, this is equivalent to $a_{l} \in(e * B)_{l}^{\perp}$.

In the same way, given $a \in A$, it holds

$$
a \in M_{2} \Longleftrightarrow a_{l} \in\left(e^{\prime} *\left(B^{\perp} * C\right)^{\perp}\right)_{l}^{\perp}
$$

Lemma
We have $\left(M_{1} \cap M_{2}\right)_{I}=(e * B)_{l}^{\perp} \cap\left(e^{\prime} *\left(B^{\perp} * C\right)^{\perp}\right)_{l}^{\perp} \cap A_{l}$.

## Remark

Since $A=R S[n, t+1]$ is MDS, then $A_{l}=\mathbb{F}_{q}^{t}$.
Hence $\left(M_{1} \cap M_{2}\right)_{I}=(e * B)_{l}^{\perp} \cap\left(e^{\prime} *\left(B^{\perp} * C\right)^{\perp}\right)_{l}^{\perp}$.

## Remark

Since $A=R S[n, t+1]$ is MDS, then $A_{l}=\mathbb{F}_{q}^{t}$.
Hence $\left(M_{1} \cap M_{2}\right)_{I}=(e * B)_{l}^{\perp} \cap\left(e^{\prime} *\left(B^{\perp} * C\right)^{\perp}\right)_{l}^{\perp}$.

A necessary condition for $\left(M_{1} \cap M_{2}\right)$, to be the null space is

$$
\operatorname{dim}\left((e * B)_{l}^{\perp}\right)+\operatorname{dim}\left(\left(e^{\prime} *\left(B^{\perp} * C\right)^{\perp}\right)_{l}^{\perp}\right) \leq t .
$$

This inequality implies the following
Necessary condition

$$
\operatorname{dim}(B)+\operatorname{dim}\left(\left(B^{\perp} * C\right)^{\perp}\right) \geq t
$$

Decoding radius for Reed-Solomon codes and $\ell=2$ We get, as for the Power Decoding algorithm with power 2,

$$
t \leq \frac{2 n-3 k+1}{3}
$$

It is possible to write the algorithm for a general power $\ell$.

Decoding radius for Reed-Solomon codes and $\ell=2$
We get, as for the Power Decoding algorithm with power 2,

$$
t \leq \frac{2 n-3 k+1}{3}
$$

It is possible to write the algorithm for a general power $\ell$.

For Reed-Solomon codes, PECP has the same decoding radius as the Power Decoding algorithm, that is $t_{\text {pow }}=\frac{2 n \ell-k \ell(\ell+1)+\ell(\ell-1)}{2(\ell+1)}$.

## Complexity

## $\operatorname{PECP}(\ell)$ :

(i) find $M=\bigcap_{i=1}^{\ell} M_{i}$;
(ii) given $J$, find $c$.

The main cost is the one of step $(i)$, which reduces to a linear system of $O(n \ell)$ equations in

$$
t+1=O\left(\frac{2 n \ell+\ell(\ell+1)+2}{2(\ell+1)}\right)=O(n)
$$

unknowns. Hence we get the cost $O\left(n^{3} \ell\right)$.

PECP for Algebraic Geometry codes

Let $\chi$ be a smooth projective curve, $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\} \subseteq \chi, G$ a divisor for $\chi$ with $\operatorname{supp}(G) \cap \mathcal{P}=\emptyset$ and

$$
C=C_{L}(\chi, \mathcal{P}, G)
$$

## Theorem

There exists a $t$-error locating pair for $C$ such that the necessary condition gives the correcting radius

$$
t \leq \underbrace{\frac{2 n \ell-\ell(\ell+1) \operatorname{deg}(G)-2 \ell}{2(\ell+1)}-g}_{t_{\text {basic }}, t_{\text {pow }}[S W 98]}+\frac{g}{\ell+1} .
$$

Future tasks:

- study of the failure cases of the Power Decoding algorithm and the PECP algorithm for Reed-Solomon codes;
- examine the possibility to improve PECP algorithm's decoding radius for algebraic-geometry codes;
- is it possible to design a multiplicity version of ECP algorithm?

Thanks for your attention!

