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Fish Eye OL SR Scaling Properties

Cedric Adjih, Emmanuel Baccelli, Thomas Heide Clausenljiie Jacquet, Georgios Rodolakis

Abstract: Scalability is one of the toughest challenges in ad hoc
networking. Recent work outlines theoretical bounds on how well
routing protocols could scale in this environment. However, none
of the popular routing solutionsreally scales to large networks, by
coming close enough to these bounds. In this paper, we study the
case of link staterouting and OL SR, one of the strongest candidate
for standardization. We analyze how these boundsare not reached
in thiscase, and westudy how much thescalability isenhanced with
the use of Fish Eyetechniquesin addition to the link state routing
framework. We show that with this enhancement, the theoretical
scalability boundsare reached.

Index Terms. Ad hoc, mobile, network, routing, scalability.

I. Introduction

In fact, part of the traffic generated by each node is the obntr
traffic due to the routing protocol in use. Therefore, thgédar
this control traffic is, the smaller actual the neighbor sidk

be. There is a need to have an efficient control over the rgutin
protocol overhead in order to avoid that the network cagacit
degrades or even collapses because of too much controt traffi
The aim of this paper is to define the condition a routing pro-
tocol must satisfy in order to fit the Gupta and Kumar optimal
scaling property.

The above theoretical results need to be compared with the re
ality when using existing routing protocols. For exampiek |
state routing protocols do not exactly satisfy the scalirmgpp
erties outlined by Gupta and Kumar. In reality, the average
neighborhood size tends to slowly decrease as the netwagk si

In their famous paper, Gupta and Kumar [1] have shown viacreases. This is due to the fact that the control traffic-con

information theory that when the siz& of the network in- sists here in topology information generated and relayeshish
creases (with randomly placed nodes), the optimal neighbopde in the network, while the amount of this informationden
hood size isO(log V), which leads to the maximum networkto increase linearly with the size of the network. This obvi-
capacity per node bein@(1/y/Nlog N). This in turn leads ously puts an upper bound on the maximal size of the network,
to a neighborhood radius that shrinkslip,/NIog N, which above which the amount of control traffic generated by topol-
yields a network diameter in hop number beid¢/NTog N). 0gy updates purely and simply prevents the network fromgpein
formed and connected. In fact, this limitation is commonye e
However, if we drop the requirement for the network to be coe¥y flat routing protocol, where all nodes have the same e a
nected, and just require the existence of a giant compowent,are put on the same level of information importarice, every
can actually drop thivg N factor in these formulas. Indeed, thenode is supposed to know the same amount of information about
condition to have a giant component is that the average neidfs direct neighbors as about any node in the network, howeve
borhood size is greater than 1, and we can therefore corisideiemote it may be.
our study that it is no longeP(log N), but ratherO(1). In this
case the maximum capacity per node is tiign /+/N). Note One way to work around this problem is to establish a hier-
that Gupta and Kumar have also shown that when the nodesaiighical protocol that takes advantage of the scaling ptigse
optimally placed, the giant componentis actually the wimgle  of node clustering and super-clustering. This techniqeaty
work. reduces the transit of topology information between chsste
However, complexity remains in adequately distinguistang
This property means that when the network size increases, forming different clusters. This is especially difficult &m in-
neighborhood size must be kegiteastconstant, and well above herently decentralized and mobile environment like ad rete n
1, in order to have an operational network. But as noticed Borks.
Gupta and Kumar, this neighborhood size essentially depend
on the amount of traffic generated by each node: the larger #he alternate solution was proposed by Geelaal. in [11],
generated traffic is, the smaller the neighbor size will béwew who introduced the concept of Fish Eye Routing. Contrary to
too much transmissions occur, packet collisions prevergeo the hierarchical approach, the Fish Eye technique is yotet
range links from providing satisfactory neighbor link. $iiact centralized. Essentially, it consists in reporting remusteles
imposes the(1/v/N) bound they found for the optimal band-information less frequently than nearby nodes informatibe
width assigned per node. further away a node is, the less frequently information alitou
will be reported. The idea is that, in order to route data to a
remote destination, what a node really needs is just a "géner
direction" in which the data is to be sent, while totally accu
rate routing information is superfluous at that point. Andhes
data approaches the destination, the available routirayrird-
tion becomes increasingly more accurate, finally enabling i
be delivered correctly.
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Aside from being much less complex than the hierarchical ap-

proach, another advantage of the Fish Eye technique is that

network-wide, the weight of the control traffic generatedaby I1. Modeling ad hoc networks

node decreases as a function of the distance from this nodan this section we will describe how we model the different
Therefore, if the employed Fish Eye technique uses an apps@pects of ad hoc networks.

priate function of the distance from the node to decrease the

frequency of topology updates, we can get the control traffic Propagation model

(generated or relayed by each node) to converge to a finiterupp
bound, even when the network size grows infinitely. The adntr,
traffic density remain® (V) per area unit and the neighborhoo%
radius decreases ity v/ N, enabling the routing to scale for ar-
bitrary large networks if the parameters are appropridteied
to keep the average neighbor size greater than 1.

We consider the following model: time is slotted and the mo-
ile nodes are all synchronized, i.e. transmissions ocdctirea
eginning of slots and according to an ALOHA-like protocol
(i.e nodes select at random their transmission slots). We con-
sider an area of arbitrary sizé (we will ignore border effect).

N transmitters are uniformly distributed. We calthe density

. . : o of transmitters per slot and per area unit, grtle rate of packet
This paper is organized as follows. The next section intcedu P P i P

basic el ts in order t del ad h works: Itransmissions per slot and per node. In this model we will as-
SOMme DasiC elements in order 1o model ad hoc NEworks. SiQme that the distribution of active transmitters per shot area
ted time, propagation model, fading model, uniform densfty

) . S unit is a Poisson process.
transmitters dispatched on an infinite plane etc... Theridke P

lowing section will extend this model to networks of finiteesi In order to justify this assumption, note that we have a unifo
N nodes uniformly distributed on a finite portion of plane. Waistribution of nodes and that nodes use an ALOHA-like maulti

will apply this moo!el to study Iink_state _routing in the carife le access scheme. Therefore the number and positionsef tra
of ad hoc networking, and focus in particular on OSPF (Op%\itters at beginning of slots vary with time and changes from

Shortest Path First [3]) and OLSR (Optimized Link State Rou§Iot to slot like a random process. The resulting distrioutf

ing [4]), two link state routing protocols. transmitters should therefore be exactly identified as a®dti
distribution over a uniform distribution. However, thesadkof
distributions are known to quickly converge to a Poissotridis

. . . . %ution as soon ad’ — oo andfN/A — X. Thus we decided
tained throughout the routing domain. More precisely eaxden to directly work with this approximation which turns out te b

s_tarts by d_esc_:rlblng _|ts Ioc:_;tl enwronme_im. the state of t_he very accurate in practice.
links with its immediate neighbors. This neighbor sensiag |

done via the period_ic sending/receiving of simple “Hella’bh- _Let X be a node at a random position. We will again ig-
ets. Atthe same time, each node ﬂoqu topology descnpucm;sre border effects and assume that all nodes transmit at the
(LSA packets in OSPF or TC packets in OLSR) to all the Othgﬁme nominal power. The reception signal at distanisethen
routing nodes in the network — not only immediate neighbo§§ r) — 1= with a > 2. Typically o — 2.5. Notice that the

this time. These longer range packets contribute pieces Q8 ession of ; ; -
: i . - guantity?(r) does not involve any fading factor.
database which therefore (i) contains the descriptiondl dia Fading is an alteration (()f)the signal which is due to facttheo

nodes in the network, and (ii) is present and the same in ©3fian the distance (obstacles, co-interferences with eamolsso
node. This link state database is kept up-to-date in all abge % X

The approach taken by link state protocols is that of a digteid
database describing the network, which is replicated and-m

. . o n). Fading is generally modelled via the introduction oban
the same floqdmg mechanism, a_nd such penodmall_y as well o factor that varies randomly with time and node location
accasionally in case of change in some ”Od?s ne|ghb0r_ho will address the fading issue more thoroughly in section D
Each node then possesses enough information at any time to
build a view of the entire network and to compute the shortel_sé
paths to any other node (with the help of a Djikstra-like alg%I
rithm).

t W be the signal intensity received by node X at a random
ot. The quantityl’ is then a random variable since the number
and location of transmitters is random and vary with the dlet

We show that these protocols actually don't fulfill the scgli :“:U;ﬁ )ugz I'E;]dvar:slrteyi?:g Zté%&r:ftﬁvaet ;? Q Sngst ;gebtfalzggﬁ; av;/jeon
properties outlined by Gupta and Kumar. However, in the Iag} 2), ©(8) = [ w(x)e"dx satisfies the identity (still with no
section, we study the scaling properties of OLSR and OSPF ?Qdin’g)'

hanced with the Fish Eye technique, and we show that the en- ="
hanced protocols fulfill the theoretical scaling propextie o Cu

w(f) = exp(27r)\/ (e " —)rdr) . (1)
Note that introducing Fish Eye features in OLSR is immedliate 0

by playing on TTL and V-Time parameters in topology updat€hen, using standard algebra we get:

packets (TC packets), as described in [12]. Introduciniy Eige

features in the OSPF framework is a little less straightéody @(0) = exp(—ArL(1 — 2)92/04) _ )
since LSAs do not feature TTL inside their format. Neverthe- Q

less, playing on Age fields should essentially do the same J'c’t}\lote that if instead of an area, the node location map wasa lin
(for instance a sequence of mobiles nodes on a road) we would



ADJIH et al.: FISH EYE OLSR SCALING PROPERTIES 3

then have:
1 Notice that ifpy = 1/3, thenzg ~ 20, r(1) = (2oK)~/* ~
W(0) = exp(—=AT(1 — a)191/% . (3) 0.12. And then that (1) = 7r(1)? ~ 0.045.

And similarly, if the location map was a volume (for instarace
network formed by aircrafts), we would instead have:

3

(67

0.8+

() = exp(—gx\ﬂ{‘(l — )3y, (4)

0.6
In the following, we will restrict ourselves to the case wher

nodes are located on a 2D map.
0.44

B. Neighbor model

A node is considered to be neighbor with another node if the
probability of successfully receiving hellos from eachentis
greater than a certain threshalg. For example we can take
po = 1/3. This can be achieved by keeping track of the hello |
receival success rate per neighbor, as it is done in the fexdvh
neighbor sensing” of OLSR [4]. Fig. 1. Quantity P(W < z) versus z for o = 2.5, no fading.

20 40 60 50 1(‘10),l 120 140 160 180 200

We will assume that a packet can be successfully decoded
if its signal-over-noise ratio is greater than a given thedd C. Optimizing the neighborhood

K. Typically K = 10. Therefore a node will correctly re- . . . .
ceive a packet from another node at distanceith probabil- In_thls section we estimate _the best _threshol¢@m conS|d_er .
. o . a neighbor node to really be in the neighborhood. The oljecti
ity PW < r~%/K). Since hello packets are never retransé to minimize the number of retransmissions of a packet when
mitted, the hello success rate from a node at distaniseex- ' nimize the nu missi P w
o . routed to its destination. By retransmission we mean thamst
actly P(W < r~*/K). Therefore nodes at distanceare ~." oo o
. Za - .~ mission due to multihoping as well as the retransmissioedau
neighbors as long aB(W" < r ©/K) > po. This is equiv- acket collisions. We assume that each slot is used by unicas
alent tor < r(X), wherer()\) is the critical radius such that P s ; y
N . . packets (re)transmittella ALOHA until they are correctly re-
0 w(z)dr = po. In fact quantityX is a parameter cejved by the next node.
which is easy to handle since by simple algebra it comes that
r(A) = A~1/2r(1) (see appendix). The surface clovered by thenerefore, we want to optimize the neighborhood by exclgdin
radiusr(\) is then the neighborhood areé\) = % from it “bad" neighbor nodes that feature a too low prob#&pili
of successful one hop packet transmission. They might be too
We will now computes(1). We remind that facton is now far or behind an obstacle: in any case the link is not reliable

omitted A\ = 1). For simplification purposes, we sét = enough and the number of retransmissions needed for a torrec
7I'(1 — 2) andy = 2. By application of the reverse Laplacereception is not worthy the hop distance. In other words, we
transformation we get: want the best possible ratio of hop distance over number-of re

L () transmissions.

PW<z)=— / 2 b g 5) _ _
2 J oo 0 For this end we tune the parametgr The optimal value does

" not depend o as we see below. If the probability of success-

Expandinga(0) = 3_, K—_SLgnv, it comes: ful transmission ig, then the average number of retransmission

0 ico for one hop ispio. And thus we have to optimize the quantity

P(W<z)= i Z (=9) / 0149 (6) por(A), i.e. rP(W < r~%/K). All computations done (see

Zim Sl J s Fig. 2) we get/Ar()\) ~ 0.089 and we see that the optimum

~ 0.75. So roughly, if a node logically excludes from its
ghborhood any neighbor from which it successfully reegi

Then by bending the integration path towards the negatiise agoei

we get. less than 75% of the hellos actually sent by this neighbor, we
1 +ioco sin(mny) [ insure a simple optimization of the overall number of retran
— 01 qh e / 9" 1e=%dp  missions, on a network-wide level.
2im o T 0

sin(mny) _
L oy

Figure 1 shows the plot d?(W < z) versuse for oo = 2.5 and D. Modelization of fading
A = 1. Letz, denote the value such th&®&(W < z() = po, The propagation of radio waves in presence of random obsta-
thereforer(1) = (zoK)~ /. cles experiences random fading. Usually, modelizatioadifg
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007 B. General Control Traffic Model

0.05 The aim here is to derive the traffic density generated by the
protocol control packets. Generally, there are two souofes
0.044 control traffic: neighbor sensing on one hand, and topolasgyy d

covery on the other hand.

0.034
Neighbor sensing is the same for all link state protocols: it
consists in each node periodically transmitting a hellosage
containing the list of neighbors heard by the node. By compar
ing their lists the nodes can determine the set of neighbiths w

: e - e which they have symmetric links. Lét be the rate at which

' nodes refresh their neighbor information base andléte the

Fig. 2. Quantity por versus r for o = 2.5, no fading. maximum number of node identifiers that a slot can contain.

For a network with the capacity of Wifi (1-10 Mbps) we have

B = 100 and 1,000 slots per second. For instance, an OLSR

node generates hellos every 2 see, h = 1/2000. If the

neighbor list exceed® then the node generates several hellos

per update period and distributes the neighbor list amoeggth

- 2 2, 2/a several hellos. The node must genergd¢] hellos per hello

W(0) = exp(=mAL(L = D)é(=)6 ) ) period. Therefore the hellos lead to a traffic densityof 3 ].

Omitting fractional part, we get:
with ¢(s) = E(F~*°), the Dirichlet transformation of the fad- g P g

0.02+

0.014

consists in the introduction of a random facfomodeling sig-
nal attenuation at distanecer—<. For exampléog F' is uniform
on [—wv,v]. In this case we have a new expressiomof):

ing. When fading is uniform orj—v,v] we have¢(s) = o h M 9
%. For any given real numberwe also have®(W < aF) " ©
i
equaling if the hellos is the only source of control traffic. Singé =
—CF(—7))"sin(mny n o(1)5 we get:

> = 7371' T ) o(mn)a ™ @ ’ o1) _, M 10

" o 'E (10)
which helps the computation of(1) with fading. In fact this is only an upperbound because the network size

might be smaller thaa(1). Therefore, taking account only the
hello control traffic, the maximum manageable neighborhood
size is\/Bo(1)/h = 71. This applies to both OLSR and OSPF
1. OSPF and OL SR scalability as well as to( a)r{y other protocoplr'zhat uses such Hellos.
Gupta and Kumar have shown in [1] that when the size of
the network NV increases, the neighborhood size(i§log N) Topology discovery varies with each protocol. With OSPEhea
and the number of hops increases at least'l§i/ log N. This node periodically broadcasts its list of adjacent linksirL&A
means that the average neighborhood size tends to be cbndiank State Advertisement) message, and nodes re-brotidcas
when the network size increases. Our model in the previousn the LSA towards their neighbors. In OLSR, on the other
section confirms this property since it states that whenddes hand, the nodes periodically broadcast TC (Topology Céntro
are distributed over an infinite plan, the average traffiegated messages containing only a subset of their adjacent links - t
inside the neighborhood radius is equahtg \) = (1), acon- MPR (MultiPoint Relay) selector links. Moreover, only a seb
stant that we determined. of the neighbors (the MPR nodes) re-broacast the TC messages
However we will assume that in both protocols the topology di
The neighborhood size depends on the traffic control geneovery update period is the same, in order to compare two pro-
ated by each node: the bigger is the amount of control traffiocols with the same agility to adapt their topology to mitil
the smaller is the neighborhood size. Therefore, perfoomarfor instance, OLSR’s TC rate per noderis= 1/5000.
may vary with the use of different protocols, yielding diffe -
ent control traffic patterns. In this section we thereforedgt C- OSPF Specific Model
more precisely the scaling properties of two link state@eots:  |n this section we will work on modelling the overhead in-
OSPF [3] and OLSR [4]. duced by OSPF. The idea is to expraasnly in function of the
protocol overhead. We consider no other traffic than theadign
A. Network Topology Model ing protocol. In OSPF a node periodically:
We will consider that the network is uniformly distributed
with densityr over an area of finite sizd. The total number of
nodes in the network i&" = v.A. If X is the traffic density in 1. transmits Hellos with raté. A Hello contains the list of all
the network, then the average number of neighbors per nodaéighbor identifiers (if the list is too long, it will take senal

M=oc(MNv=0(1)%. packets on several slots)
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2. transmits LSAs with rate. An LSA contains the list of all E. OLSR Specific Model
adjacent links

3. retransmits received LSAs with a large jitter, to all rdgrs
separately (one copy per neighbor)

In this section we will work on modelling the overhead in-
duced by OLSR. With this protocol, a node periodically:

1. transmits TCs with rate. A TC contains the list of neighbors

Therefore the traffic density satisfies the following idgnti having selected the node as MPR (its MPR selectors)

M M 2. retransmits received TCs only once (and with large )itter
A= hV(EW + TVNM[§1 ' (11) and such only when the node has been selected as MPR by the
In the fo”owing, we drop the ceil factor. neighbor from which it first received the TC
2
/\Zhl/%—f—TVN% . (12) _
B B Let M, be the average number of MPRs selected by a node with
Using M = o(1)% we have the identity: neighborhood sizé/. Since the network is modelled as a disk
o(1)B unit graph, it comes from [10] that/, < (972M)'/3. Simula-
——~2— = hM 4+ 7NM?. (13) tions show that\/, ~ BM'/3 whenM — oo with 3 ~ 5 (see

. . ) . ) figure 3). Simulations were performed upX6 = 6, 000, 000.
This outlines a direct relation between the total size ofrtee

work N, and the average neighborhood si¥e Notice that
when N increases)M decreases. This corresponds to the fact oo | |
that as more and more nodes are concentrated in a single radio wmmg/t
range, interferences and collisions make more and mors link /
perform too badly to be considered valid. Therefore more and

more nodes that are theoretically directly reachable (beza -
physically within radio range) are not considered neigkhand £ /
hence,M decreases. The absolute minimum Adris 1, below ’é /
k4

which the network does not have a significant connected com-
ponent. If a single fully connected network is wished forsth - ) ///
threshold is raised td/ = log N (see [1]).

Furthermore, the limif\/ = 1 yields a maximum network size /
of:

1 12 100 1000 Lor s ploms o RRt ] AT

1
Nmax = (U(l)B - h); . (14) frag rrbeer o nedghbors

Which givesNy,.x = 25, 000. Fig. 3. Average MPR set of a node versus neighborhood size.

On the other hand, when the network size decreases, it reache

a level whereN = M. Below this level the network is only In [2] it is proven that an MPR flooding costs on average
one hop (full meshed), and the control traffic does not stdura/, N/M retransmissions. Therefore we get the following traf-
the neighborhood. This corresponds to the maximum managie-density identity:

able neighborhood size. From (13) we get that the maximum o(1)B N

manageable neighborhood size for OSP®is= 11. Having —2= = hM + 7(M,)* — (16)

an average neighborhood size as big as possible is impdmtant , M ) )
that it reduces the average number of hops needed to go fbipen COMes t_hat the maximum manageable _ne!ghbo_rhood size
a given source to a given destination. This way the amount@f OLSR is with N = 35. Also note that this identity and

retranmissions network-wide (hence the overhead) is etiuc 1€ connectivity limit ofA/ = 1 (which in turn implies that
M, = 1) gives the same maximum network size for OLSR as

D. OSPF-B with OSPF, that iSVy,.x = 25, 000.

In this section we propose an adaptation of OSPF which aifgs .o SR
at reducing the overhead. OSPF-B slightly differs from OSPF . . ) ) L
with the fact that the nodes broadcast the LSA only once, in-In this section we introduce a slight modification of OLSR

stead of duplicated in several copies to each neighbor. called F-OLSR, for Full Optimized Link State Routing. In F-
OLSR the TCs contain the list of all the adjacent links, ant no

just MPRs. Therefore every node has the knowledge of the com-
plete link state of the network instead of its restrictioMBR
o(1)B = hM +7NM (15) links. The T_Cs are still forwarded via MPR nodes. The idgntit
for F-OLSR is then:

In this case the equation (13) should be rewritten in

It then comes that in the case of OSPF-B we get a maximum o(1)B
manageable neighborhood sizeNéf= 22. o = MM A TMN 17)
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It then comes that the maximum manageable neighborhood size
for F-OLSR is atV = 27. 50-

G. Comparisons between the Protocols

In Fig. 4 we show the respective neighborhood size versus 301
network size for the two versions of OSPF. With Fig. 5we show ]
the respective neighborhood size versus network size édntb ]
versions of OLSR. And finally, Fig. 6 compares the network di- 20-
ameter as a function of the network size (humber of nodes) in ]
the case of OLSR and OSPF. The number of hops is estimated ]
as the square root of the ratio network size over neighbathoo ]
size. ]

50 100 150 200

o
o

Basically, what we can conclude from this analysis is that op
timized link state (OLSR) shows here much better performanc
than classical link state (OSPF). However, as the netwask Skig 5. Neighborhood size versus the network size, o = 2.5, no fading,
increases, both types of approaches feature slowly deéageas respectively for F-OLSR (bottom) and OLSR (top).

(towards 0) neighborhood size. This fails to reach the Gapth

Kumar scalability: if the network size grows to be too bigyill 107
break down by not being able to create significant connégtivi

50~ 6
40: 1
301 2

20 40 60 80 100 120 140 160 180 200

Fig. 6. Hop number estimated diameter of the network versus network

20: size, a = 2.5, no fading, respectively for OLSR (bottom) and OSPF
] (top).
10
the two routing protocols have their neighborhood size almo
- constant asV increases and thus the number of hops increases
0 S0 100 150 200 in JV/N. The constan/ depends on the nature of the routing

protocol and can vary greatly. We analysed the impact of the
Fig. 4. Neighborhood size versus the network size, o = 2.5, no fading, routing protocol on the value of this constant: we have shown
respectively for OSPF (bottom) and OSPF-B (top). that it changes quite a bit between pure link state (OSPF) and
optimized link state (OLSR). In particular we have showrt tha
as the network size increases, the maximum manageable neigh
bor size is respectively of1 nodes with OSPF, while it is of
35 with OLSR. Note that as the maximum manageable neighbor
With OSPF and OLSR as well as with any other flat rousize decreases, the average number of hops (and hencestetran
ing protocol, the neighborhood size tends to slowly de@eamissions) between any random source and destination sesea
towards zero as the network size increases. Therefore theytlderefore augmenting the overall traffic overhead.
not achieve the Gupta and Kumar scaling properties. Thigas d
to the fact that the topology information that each node & thHowever, both OLSR and OSPF just need minor modifications
network has to (re)transmit tends to increase linearly whith in order to reach the Gupta and Kumar scalability. In this sec
size of the network. This in turn yields an upper bound on thi®n we describe the “Fish Eye” strategy [11] that can edsdy
maximal size of the network, which we have computed to be wfserted inside both OSPF and OLSR frameworks. With this
about25, 000 nodes for OSPF as well as for OLSR. strategy the overall incompressible overhead induced Ligge
ical topology updating tends to be constant instead of tigea
However, whenV is well below this limit of V., = 25,000 increasing with the network size. Of course this doesn’teom

IV. Scaling properties of OSPF and OL SR enhanced with
Fish Eye strategy
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without a costj.e. less accurate information about the link stawhen N — oo with ¢(c0) = 4 we get an average neighbor-
tus of remote nodes. However, this cost is not expensiveidsd hood size converging towardd — 18. That is: three times
not degrade the delivery reliability and it does not introelad- better than Fish Eye enhanced OSPF.
ditional overhead in form of longer paths (see [12]).

Figure 7 shows an example for functign ¢(z) = %. Fig-
The principle of Fish Eye strategy is that TC (or LSA) inforure 8 shows the neighbor size evolution with respect to this+f
mation from remote nodes are less frequently received, taand tion ¢ and compare it to basic OLSR.
more remote, the less frequent. For example, inside the OLSR
framework, nodes send TC packets with variable TTL count and
VTime. The TTL limitis the maximum number of hops a packet

can be relayed before being discarded and the VTime is the max

2.6
2.4

imum time for which the information carried by this packet is az]
considered valid. A node transmitting a packet with low TTL 3
value insures that the packet will be forwarded only instuke t =
vicinity of this node, and not further. Conversely, a largel.T Ej
value (the maximum value is 255) insures that the packebsill 22]
forwarded in the entire network. 2]

189
184

Each node uses a decreasing functféd®) < 1 to determine ool
the fraction of the TCs (or LSAS) which are generated with a 15]
TTL larger thanD (D is an integer indicating the number of T
hops away that the TC may reach). When no Fish Eye strategy _ _ _
is employed,f(D) = 1 for any value ofD. We can assume Fig. 7. Example of function ¢ used for Fish eye strategy.
thatd"5_, Df(D) < oo . Thisis indeed always the case, since
f(D) = 0forall D > 255. Of course, information that is re-

2 4 & 8 10 12 14 16 18 29" 22 24 26 28 30 32 34 36 38 40

ceived less frequently should not age as rapidly as frequent ]
received information. This can be achieved by adequately tu o
ing the Age field in the LSAs (for OSPF) or the VTime field in o
the TC packets (for OLSR). 24
229
Let us consider a node at the center of a circular netwdék: o]
nodes uniformly dispatched on a disk. is the average number el
of neighbor of the central node. In this case, the centraknod 124
has3M two hop neighbors, andD? — (D — 1)2)M D-hop ¢
neighbors, forD < |/N/M| (it comes thaR,/N/M is the 5
diameter of the network). 2
0 20 40 60 20 100 120 140 180 180 200
A. Fish Eye Enhanced OSPF Fig. 8. Neighborhood size versus the network size, o = 2.5, no fading,

Let us now consider the OSPF protocol enhanced with Fish "eSPectively for OLSR (bottom) and OLSR with Fish eye (top).

Eye strategy. The frequency of LSAs received by the central
node fromD-hop neighbors ig (D)7. Therefore the frequency .
_ . NN, s C. Useful Capacity

at which the central node relays LSAsri8/ > )" ;" " (D” — . . . L

(D —1)2)f(D). In this section we estimate the useful_capacny with Fhe OLSR
protocol. We denotg the average quantity of data traffic gener-

We will call ¢(z) — ZWEJ (D% — (D — 1)2)f(D). It then ated by each node. We assume that on average, the network di-

D=1 eter in number of hops &5/ N/M, where/ denotes a linear
actor that depends on the actual shape of the network 4rea

Therefore each packet must retransmitiégép\# times, which
o(1)B — WM + Tqb(%)M?’ _ (18) leads to an average traffic density (including control tcadfnd

comes that the control traffic of the central node equals
h% + T(b(%) M?S and we get the following general identity:

M retransmissions) of:
When the networks grows amd — oo with ¢(co) = 4 we get
an average neighborhood size converging towaids- 7.5. M N /
A= ho 4 7(M,)?—— + Z /N
B. Fish Eye Enhanced OLSR B MB ~ po

In the case of OLSR the identity 18 becomes:

o(1)B Therefore, using the identity = 7 we get an expression

N M
=hM + T¢(M)(Mr)2 . (19) of p as a function ofV and M. Clearly, for a given fixedV, p
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is maximized when\/ is minimized, the minimal value beingbounds outlined by Gupta and Kumar: with the enhancement
M = 1. This yields figure 9, which displays the overall maxiof Fish Eye strategies. Such techniques can be very simply in
mum capacityN p versus network size for basic OLSR and focorporated into the OLSR framework (or the OSPF protocol),
Fisheye OLSR (we took“—0 = 1). Notice that basic OLSR with and we have outlined how. Nevertheless, we have found that
default tuning collapses @& > 12000, while Fisheye OLSR Fish Eye enhanced OLSR still clearly outperforms Fish Eye en

features an overall capacity that keeps growing/iN.. hanced OSPF.
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have modelled this overhead and we have shown how it varies

from one protocol to another. The maximum neighborhood size APPENDI X

is limited to 11 neighbors if OSPF is used, while with the same , _ rN) K

update rate parameters, the OLSR neighbor size can reach up f2ctor A in r(A). By definition Jo T w()dz = po.
35 nodes - noting that the maximum neighborhood size is aﬁﬁ'ngﬂtge reverse Laplace transformation we have) =
ways limited to 71 nodes due to neighbor sensing contrditrafziz J_ i, @(0)e’*dd. Inserting this expression in the first equa-
on its own. Having a greater neighborhood size actuallycesu jon and commuting integral signs, sing"é(’\)fa/K Ty —
the overhead network-wide, by reducing the number of needed )«

retransmissions on paths through the network. 9 , yields:
We have also shown how both routing protocols (OLSR and 1 e T K 1@(9)d9 = po.
OSPF) fail to scale to large networks. In fact, none of theysop 2T J oo 0

lar ad hoc routing solutions ([4][9][8] etc...) really seal There

is a limit to the number of nodes in the network above whichhe change of variable®/?¢ = ¢’ makes\ disappear from the
there is no significant connected component, due to incossprel () expression:

ible topology update control traffic. We have computed finst|

to be 25,000 nodes for both OLSR and OSPF. However bothpro- 1 /
tocols feature practical scalability issues well withimsttheo- 27 J_iso 0’
retical limit. We have also shown that OSPF performs quite

poorly compared to OLSR. This is not real surprise as OS[&ncew(A*/2¢') is independent from andr(\) appears mul-
was not designed for ad hoc environments, contrary to OLStRlied by v'A, we get that()\) is simply proportional td /v/X:
These results also conform with simulations carried ougindr(A) = 7(1)/v/X.

pendently from our work.

tico 0 (VA /K _ |

w(\/260")db" = po.

Finally, a simple and practical way to enable ad hoc routing t
scale for larger networks has been described. We have shown
how link state routing can attain the famous theoreticalirsga
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