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Abstract. Without prior knowledge, distinguishing different lan-
guages may be a hard task, especially when their bordereareep
able.

We develop an extension of spectral clustering — a powerfsiiu
pervised classification toolbox — that is shown to resohaieately
the task of soft language distinction. At the heart of ourrapph, we
replace the usual hard membership assignment of speaistédhg
by a soft, probabilistic assignment, which also presergsattivan-
tage to bypass a well-known complexity bottleneck of thehoet
Furthermore, our approach relies on a novel, convenienstoar:
tion of a Markov chain out of a corpus. Extensive experimeuritls a
readily available system clearly display the potentialtaf method,
which brings a visually appealing soft distinction of laages that
may define altogether a whole corpus.

1 Introduction

This paper is concerned with unsupervised learning, thie taet
consists in assigning a set of objects to a sey of 1 so-called
clusters. For the purpose of text classification, we supleeseob-
jects are words: each cluster should define a set of wordshvanie
syntactically close to one another, while different clusthould be
as different as possible from the syntactic standpoint.

A challenging application in the field of linguistic engimigy is
language identification and comparison. Language ideatidin for
itself is now considered an easy task on monolingual textichents,
as two very reliable methods (based on frequency analysekeon
most frequent words, and on the most frequestiyte sequences)
may be mixed to get optimal resulfs [10]; yet some work rem&in
be done for the task of language identification on multilaigiocu-
ments, where a non-trivial question is the definition on laage sec-
tion boundaries [22]. This question is particularly inttheg when
the border between different languages is permeable. higpi-
cally the case within the group of Creole languages of théBaan
region.

Creole languages in their present form have emerged during a

short period of time (probably less than one century, in gte 17th
century), in very atypical conditions of language transiois and
evolution. They have developed in the newly colonized Welstric
territories (in the Caribbean islands and on both Americainm
lands), on the basis of Western European languages sprett by
nations most involved in colonization (French, EnglishrtBguese
and Dutch), but in sociolinguistic situations where, duthtrapidly
growing slave trade economy, there could be, within evenglsi
generation, less than 50% of native speakers of the langnaite
current state of development involved in the speaking conitywu

There are two main ways of understanding what is meant by-“syn Even in periods of fast language evolution (like for the azfddiddle

tactically close”: following [7], it is generally acknowdged that
two combined “axes” define the combinatorial possibilitiés lan-
guage’s syntax: theyntagmatic axiss the linear dimension of the
text, where occurrences of words actually appear one aithar;

English between the 11th and 15th century), no Europeantagye
has experienced such a phase of “linguistic stress”. Afier1i8th
century, the language situation has somehow stabiliz¢dowh
Creoles still undergo linguistic change at a pace which abably

the paradigmatic axisis the dimension of all possible alternative faster than many well established languages.

choices available at a given position to a speaker or wiitence,
two words are “syntactically close” to one another on thetagn
matic axis, if they often tend to appear together, at spefative

positions, in common contexts; they are close to one anath¢he

paradigmatic axis, if they appear alternatively in simiasitions
within comparable contexts. The first criterion defines asueaof
word distance within a text, and is suited to studying protdesuch
as internal coherence of text segmehts [21]; the secondededfimea-
sure of word distance within a class, and is suited to stufpnob-

lems like defining relevant syntactic [19, 2] or semaniticl [47€]

categories. In the frame of this paper, attention will bendran the
first one of these problems, which has not been very extdpsaek-

led.

In at least some cases, the Creole language has remained-in co
tact with its “lexifier” European language (none of those imathe
meantime become extinct), in sociolinguistic situatiortichi have
sometimes been coined as “diglossic”: this has especiaigntihe
case for English-based Creoles like Jamaican or Gullatkéspmn
the USA states of South Carolina and Georgia); and, closeuto
study’s main focus, for French-derived Creoles spoken entéin-
ritories of Haiti, Guadeloupe, Martinique and French Gaialm a
diglossic situation, the European language is still in ssthe official
and prestige language, while the Creole language is thewelar.
This leads to very frequent code-switching and to intertiggof
languages in several domains. Thus, when it comes to cogbdira
guistic productions coming from this type of speech comity,the
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question of the “border” between languages can be askedmdisy
tinct planes: on the plane of structural (merely linguisgicoperties,
and on the plane of the situations of use.

The first question involves problems of language clusterihg
learning task might consist in drawing a cladogram (famige} of
various French-based Creole languages on the basis ofstiedir
tural similarities. Studying “paradigmatic” syntacticoseness (i.e.
context similarity, see above), might also help define thetrappro-
priate part-of-speech categorization for those languaged check
the appropriateness of eurocentric grammatical deseonigtin their
case. But this is not the main scope of the present paper.

The second question involves delimiting the use of everguage
in multilingual texts or speech productions, and this is tdek on
which we will now concentrate.

likelihood Markov chain. This particular Markov chain sdiggs all
conditions for a convenient spectral decomposition. Sgé¢Section
3), we propose an extension of spectral clusteringdft spectral
clustering for which we give a probabilistic interpretation of the
spectral clustering output. Apart from our task at hand,ciwhus-
tifies this extension, we feel that such results may be ofieddent
interest, because they tackle the interpretation oftthetable part
of spectral clustering, avoiding the complexity gap thdibfes after
hard membership. Last (Section 4), we provide experimeatallts
of soft spectral clustering on a readily available systexppeiments
clearly display the potential of this method for text cléissition.

2 Maximum likelihood Markov chains

In the last few years, the most prominent developments df texIn this paper, calligraphic faces such’dslenote sets and blackboard

classification have concernedpervisedlassificationi(e. texts have
explicit labels to predict), with the advent of algorithmewgrful
enough to process texts described with the simplest caoveng.g.
attribute-value vectors) [11, 1P, 118]. A glimpse at its yrewised
side easily reveals that classification has so far compatatie-
mained quite distant from text classification, at least fermost
recent breakthroughs in learning / minirgpectral clusterings a

faces such a8 denote subsets &, the set of real numbers; whenever
applicable, indexed lower cases suchragi = 1,2, ...) enumerate
the elements oft. Upper cases liké/ denote matrices, withn; ;
being the entry in row, columnj of M; M " is the transposed of
M. Boldfaces such as denote column vectors, with; being the
it" element ofz. A corpusC is a set of texts{7:, 7z, ..., T }, with

m the length of the corpus/l < k£ < m, text 7 is a string of

very good example, with such a success that its recent develo tokens (words or punctuation marks), = wk, 1wk 2...Wk |75, |, Of

ments have been qualified elsewhere as a “gold rush” in &izessi
tion [9,[1,[2,3] 13| 14, 15] (and many others), pioneered byka/o
in spectral graph theory [5] and image segmentation [20LdRty
speaking, spectral clustering consists in finding somecjrat axes
of a similarity matrix. The subspace they span, onto whiehdata
are projectednayyield clusters optimizing a criterion that takes into
account both the maximization of the within-cluster simitia and
the minimization of the between-clusters similarity. Angathe at-
tempts to cast spectral clustering to text classificatioe, af the first
builds the similarity matrix via the computation of cosirEtween
vector-based representations of words, and then buildsraatiaed
graph Laplacian out of this matrix to find out the principatsf2].
The papers that have so far investigated spectral clugtédne
two commonpoints. First, they considehard membership assign-
ment of data: the clusters induce a partition of the set cddabj It is

size|7y|, with |.| the cardinal (whole number of tokens Bf). The
sizeof the corpus|C| = n, is the sum of the length of the texts:=
", |7i]. The size of a corpus is implicitly measured in words, but

it may contain punctuation marks as well. Wexabularyof C, V, is
the set of distinct linguistically relevant words or puration marks,
the tokens of which are contained in the textsCofThe size of the
vocabulary is denoted = |V|. The elements 0f = {v1, v, ..., vy }
aretypes each one is unique and appears only onc®.ivvi,j €
{1,2,...,v}, we letn; denote the number of occurrences of type
in C, andn; ; the number of times a word of typeimmediately
preceeds (left) a word of typgin C. Finally, we denoteélt a (first
order) Markov chain, with state spatg and transition probability
matrix P,x.. P is row stochasticp; ; > 0 (1 < 4,57 < v) and
ijlpi,j =1(1 < i < v). Suppose thaf is generated fronit.
The most natural way to buil@ is to maximize its likelihood with

widely known thatsoft membership, that assigns a fraction of eachrespect t. The solution is given by the following folklore Lemma.

object to each cluster, is sometimes preferable to impriogesolu-
tion, or for the problem at hand. This is clearly our case, asd®
may belong to more than one language cluster. In fact, thilssthe
case for the probabilistic (density estimation) approadiecluster-
ing, pioneered by the popular Expectation Maximization [&eir
second commonpoint is linked to the first: the solution ofstdu-

ing is obtainedhfter thresholding the spectral clustering output. This

is crucial because in most (if not all) cases, the optimizatf the
clustering quality criterion ifNP-Hard for the hard membership as-
signment[[20]. To be more precise, the principal axes yieddpoly-
nomial timeoptimal solution to an optimization problem whose cri-

Lemma 1 The maximum likelihood transition matrik is defined
byp: ; = nij/ni, withl <4, j <.

The computation of” as in Lemmall is convenieift we make the
assumption that a text is written from the left to the rightisTcor-
responds to aa priori intuition of speakers of European languages,
who have been taught to read and write in languages whereapb-g
ical transcription of the linearity of speech is done frorit te right.
However, a more thorough reflection on the empirical natfith®
problem has lead us to question this approach. The methaod) bei

terion is thesameas th.atlof hard membership (modulo acor)stant fac'developed should be able to work on any type of written laggya
tor), butwhose domain is unconstrained. Hard membership makes 'rhaking no assumption on its transcription conventions. &¢an-

necessary to fit (threshold) this optimal solution to a c@iséd do-
main. Little is currently known for the quality of this appimation,
except for the NP-Hardness of the task.

This paper, which also focuses on spectral clustering,rtefram
the mainstream for the following reasons and contributidfisst
(Section 2), compared to text classification approachesgavaot
build the similarity matrix in arad hocmanner like[[2]. Rather, we
consider that the corpus is generated by a stochastic [srémésv-
ing a popular bigram model [16], out of which we build its nraxim

guages (among which important literary languages like Ewhor
Arabic) have a tradition of writing from right to left, andishsome-
times goes down to having the actual stream of bytes in thalite
going “from right to left” (in the file access sense). The neniddde
standard for specifying language directionality circumtgethis, by
allowing the file to always be coded in the logical order, arahay-
ing the visual rendering so that it suits the language cdiwes) even
in the case of mixed-language texts (i.e. English texts wWithrew
guotes); but large corpora still are encoded in the old wag, the



program should not be sensitive to this. More generallyntie¢hod
we propose should be designed to accept any file as a statioal,
pirical object, and should be able to find laws and reguésitn it,
making no more postulates than necessary.

We have found a convenient approach to eliminate this dect
ality dependence. It also has the benefit of removing therdipee
in the choice of the first word to write down a text. Everythiadjke
if we were computing the likelihood @ with respect to the writing
of its texts in acircular way. Figurd_l presents the writing of tekt:
we pick a random word, and then move either clockwise or aunt
clockwise to write words. After we have made a complete tawm,
erything is like if we had written twic€}. The following Lemma,

Figure 1. A “circular” generation of a texZ;, eliminate both the direction
for writing C (arrows)andthe choice of the first word written.

whose proof is direct from Lemnid 1, gives the new maximum like
lihood transition matrixP (proof omitted to save space).

Lemma 2 With the circular writing approachP = D~'W, with
Woyxv such thatw; ; = (n;; + nj:)/2, and D, . diagonal with
di,i =d; = n;.

From now on, we use the expression foin Lemmd2. The circular
way to write down the texts of has another advantag®i is irre-
ducible. Let us make the assumption th&tis also aperiodic. This
derives from a clearly mild assumption, namely thatsatisfies for
a vocabulary large enough, as in this case loops of arbilmargysize
tend to appear between words. Irreducibility and aperigdimply
that 90t is ergodic,i.e. regardless of the initial distributio®t will
settle down over time to a single stationary distributiosolution of
P T =, withm; n;/n [13].

3 From hard to soft spectral clustering

Fix ¢ > 1 some user-fixed integer that represents the number oi

of the constraints o in (@), it induces a natural hard membership
assignment o (i.e. a partition), as follows:

Vi {vitzig=1} ,V1<k<gq. 2

There is one appealing reason why clustering gets betteM™sG i
(@) is minimized. Suppose we start {at 0) a random walk with the
Markov chain9)t, having transition matrix’, and from its stationary
distribution . Let [Vi]: be the event that the Markov chain is in
clusterk at timet > 1. We obtain the following result [13]:

QZPV([V_k]tHHVk]t) ©)

k=1

w(Z)

for the partition defined in ed}(2). Thuys(Z) sums the probabilities
of escaping a cluster given that the random walk is locatsitién
the cluster: minimizing:(Z) amounts to partitioning’ into “stable”
components with respect ft. Unfortunately, the minimization of
MNC is NP-Hard, already when = 2 [20]. To approximate this
problem, the output is relaxed and the goal rewritten as:seek

> me(Y)
k=1

Y'DY =1.

arg min v(Y) 4)

Y €ERvX4
s.t.

This problem is tractable by a spectral decompositiofiofseee.g.
[20]), which yields thaty” is the set of the column eigenvectors as-
sociated to the smallest eigenvalues of the generalizeshpigblem
(V1<k<gq):

(D — W)y X Dyr (5)

and it comes/(Y) = 2>"7_, Ax. If we suppose, without loss of
generality, that eigenvalues are order®d,< A2 < ... < Ag, then it
easily comes\; = 0, associated to a constant eigenveajof20].
People usually discard this first eigenvector, and keepdhenfing
ones to computeZ after a heuristic thresholding d@f. The proof
that this thresholding is heuristic follows from the facathf we
restrict [4) to thresholded matrices (whose rows come frasataf
at mostg distinct row vectors), then it becomes equivalenfio i),
intractable[[1].

Notice however that the spectral relaxation finds dpémal so-
lution to (@) in time O(qv®) (without algorithmic sophistication),
from which the heuristic thresholding only aims at recaovgra hard
membership assignment. Whenever a soft membership assidisn
referable, we show that one can be obtained directly frawhich
optimal with respect to a criterion similar {d (3), whits compu-

clusters to find. The ideal objective would be to find a mapping;4ion bypasses the complexity bottleneck of hard memigrtius

Z :V — S with S = {0, 1}, mapping that we represent by a
matrix Z = [z1, 22, ..., 2] € SU*?. Under appropriate constraints,
the mapping should minimize multiway normalized cutMNC)
criterion [1/2]3[ 18, 14, 15, 20]:

arg min wu(Z2) @
Zesvxa

> wn(2)/an(Z)

st. Z'Z positive diagonal

st. tr(Z'Z)=v,
with HK(Z) = Z;},jzl wi,j(ziﬁk —Zjﬁk)2 and Oék(Z) =
>y, 27 di. Since this does not change the valug.¢f), we sup-

pose without loss of generality that,; = 0,V1 < ¢ < v. Because

killing two birds in one shot.
For this purpose, define matrix fromY" as:

(6)

Then, we havé’ "1 = 1, i.e. each column vectof,, of Y defines

a probability distribution ovel. Sincey, is associated to principal
axisk, it seems natural to define it as the probability to degwgiven
that we are inV, the cluster associated to the axis. Following the
notations of eq[{3), we thus let:

Pr([vs]el[Vie) @)

be the probability to pick type;, given that we are in clustér, at
timet. This is our soft membership assignment: axes define ciyster

Jiw = diyip .
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Figure 2. Experiments on multilingual passages@ihderella Each row crops a borderline between two languages (fronojnéo the bottom): French /

German, Spanish / English. The bottom row displays the diemthat are repre
principal axisk € 2, 3, 4.

and the column vectors df define the distributions associated to
each cluster. Notice that this provides us with a sound siternof
the hard MNC solutior{{2) for whicf . equals 1 for a single cluster,
and zero for the other clustergl( < i < v). We also have more,
as this brings a direct and non trivial generalization[df (3&fine
matrix P*) such thatp\") = (wi jy;.x)/(diyix). p.") is akin to
the difference between the probabilities of reaching retspely Vy,
andVy in j, giventhat the random walk is located an(vt > 0):
pi") = Pr([v; AViesa|[vile) — Pr([v; AVie+1|[vi]:). Provided we
make the assumption that reaching a type outside cléssgrtime
t + 1 does not depend on the starting point at timan assumption
similar to the memoryless property of Markov chains, we wbtar
main result, whose proof relies on applications of Bayessul

Theorem 1 v(Y) =43 ¢_, Pr(Ve]es1|[Vile)-

By means of words, solvin@(4) brings the soft clustering séhcom-
ponents haveptimalstability, and whose associated distributions are
given by Y. As a consequence, we easily obtain that= , the
stationary distribution. This is natural, as this is theeslied distri-

sented by RGB colors in each column,evb&ch color level is associated to a

of theLAPACK Iibrar;E to compute the eigenvalues and eigenvectors
of the matrices.

The program'’s results are displayed in a way designed tothive
user a visual representation of every word’s soft membprihthe
clusters. For this purpose, we can represent each word WRGER
color, where each color level is associated to some priheixa &,
and scales the component §f, for each wordi. This allows the
choice of three axes to compute the color. Let us assume we wan
to be able to display different color levels on each axis (in our il-
lustrations,y = 5); For every selected componéntthev different
values forg; ;, are grouped intge connected intervalg;, I» ... Iy,
not necessarily of the same length, such that, I; = [0, 1], and
such that every interval contains the same number of pcapisrox-
imatelywv/5): this yields the maximum visual contrast.

Figure[2 presents such an experiment on a 1Mb text, contginin
four versions of the same tale (Cinderella, from the GrimotBers),
in four languages: French, German, Spanish, and Englisrhate
plotted bothyg,, (left column) andy;. (right column) for each word,
removing punctuation marks from the spectral analysis @Rplains
why they are displayed in white).

bution of typesj.e. the one that best explains the data. In previous Both columns show that the representations manage to chibte
results, [[2] choose the Brown corpus and make a 2D plot of som?anguages. The right column also gives access to the sigy. of

spectral clustering results on the second and third prahcipes af-

ter having made a prior selection of the most frequent words €to b
plotted). Fromg, it comes that this amounts to make a selection of
words according to thérst principal axis, which is not plotted.

4 Experiments

A computer program has been developed to implement wordifilas
cation and text segmenting according to the method exglaibeve.
It is publicly available through acll. The program takes a text of
arbitrary long size as input. First, it automatically desethe text
format and encoding, and converts everything to raw texoeed
in Unicode UTF-8. Second, it performs a stage of tokeninatie.
it segments the raw stream of bytes into tokens of words, digjor
typographical signs. Third, it builds an index table suifiedfast ac-
cess to word type information (designed on the lexical togdrie,
model). Fourth, it computes the bigram transition maffix(n;, ;)
(lemma[1), by moving a contextual window along the tokensiput

(in this caseU)_,I; = [—1,1]), while values for the left colum,
Pr([vi]¢|[Vk]¢) = diy; 1. belongs to a smaller intervd), 1]. In this
context, it is quite interesting to see that the contrasta/dsen lan-
guages is marked on both columns. What is most interestitigjsn
context is that the contrast inside each language is agtsidirper
for Pr([vi]¢|[Vx]¢). While the colors distinguish the languages, they
also “order” them in some sense. From the average colordefel
each language, we can say that R(ed) is principally GerméeeG)
is principally English, and B(lue) is principally Spanidfrench is
somewhere in between all of them. What is much interestirlyas
all this is in good accordance with the roots of these fougleges, a
fact which is of course utterly out of sight for the computesgram.
An even more interesting experiment has consisted in trilieg
program on texts where languages are more intricately mikbi$
is quite typically so in literature from multilingual regis, like in
the case of the Creole-speaking communities mentionedeinrth
troduction. The linguistic situation actually is reflectadthe lit-
erature generated in those regions; as an example, we Wdidjga

their text order, and incrementing; for every seen occurrence of an extract of a bilingual novel from a Caribbean authorereh

a transition §;,w;); W, and thenP (as given by lemmB]2) are then
computed fronil". Fifth, it makes use of the linear algebra functions

segments in French and Creole alternate. In this case,r rdthe

LyrL:http: // ww. uni v- ag. fr/ ~pvai I [ an/ not s/
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Displaying word coordinates on an RGB space for an extraattilingual novel where French and French-based Creoleneags are intertwined.

erarchical clustering, as we have shown. Moreover, we \eelieat
it also has a potential to prove useful, with some more rebean
other types of applications like: identifying mixed discseigenres
(e.g. formal vs. informal); identifying segments of texthvdifferent
topics; or spotting sources within texts of mixed authqushi

In future works, we plan to drill down our soft spectral ckritg
results, to converge towards a complete probabilisticriméegation
of spectral decomposition. Another target of our futurecegsh is
using this method on other matrices computed from a tex, thile
matrix of distributional similarity (measuring “paradigiic” syntac-
tic distance instead of “syntagmatic” syntactic distamfelntroduc-
tion), with the aim of clustering syntactic and semantiegaties in
loosely-described languages.

Figure 4. The 40 most frequent words in a French-Creole Caribbean,nove
projected on a plane along the second and third principal.axe

plotting Pr([v;]¢|[Vx]:) for soft spectral clustering, we have plotted [1]
Pr([Vilel[vile) = Pr([vie|[Ve]e)Pr([Vile) /Pr([vi]e), usingm; = 2]
Pr([v:]:), and solving the linear systepi® = Y~ 'x to find p} =
Pr([Vk]:) (k = 1,2, ..., v). Since we plot color levels for each word,

it should be more convenient to yield sharper visual difiess be- (3l
tween languages. While both languages share many wordsethe
sults display quite surprising contrasts, and these avaliysharper [4]
when plottingPr ([Vk]:|[v:]¢). In the crop of fig[B, the program has
even managed to extract a short French sentenea thalheur, quel
grand malheur pour nogsout of a Creole segment. Finally, Figure 5]
[ presents a 2D plot on clustets= 2, 3 of the forty most frequent
words. It was interesting to notice that two soft clustersenenough [6]
to make appear a clear frontier between the two languagesgith

each side of this frontier obviously contains words thatfatemd on 7]
both languagesa( an, Ia, ni, ou, tout, y, etc.).

(8]

5 Conclusion o
9

In this paper, we have provided a new way to build a Markovrchai
out of a text, which satisfies all conditions for a convenigpectral
decomposition. We have provided a novel way to interpretékalts
of spectral decomposition, in terms of soft clustering.sTpioba-  [11]
bilistic interpretation allows to avoid the complexity gdyat follows
from traditional hard spectral clustering. This brings auna ap-
proach to process a Markov chain, and make a soft clustetibg o
of its state space. We bring an extensive comparison of hatcaft
spectral clustering, along with some extended results owesgional  [13]
spectral clustering.

The experiments clearly display the potential of such a otkth
It has the ability to separate two implicit Markov processdsch
have contributed in a mixed proportion to the generationna sin-
gle observable output. The results presented here areetithiom  [15]
a simple bigram model; they can be improved, at the cost ofesom
computation time, by taking into account variable lengtgrams.
The property of separating two implicit generation proesdsas an
obvious application in language identification, and in laege hi-

(12]

(14]

(16]
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