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Abstract
Despite the large amount of work devoted in recent years to the problem of non-rigid shape matching, practical methods that can successfully be used for arbitrary pairs of shapes remain elusive. In this paper, we study the hardness of the problem of shape matching, and introduce the notion of the shape condition number, which captures the intuition that some shapes are inherently more difficult to match against than others. In particular, we make a connection between the symmetry of a given shape and the stability of any method used to match it while optimizing a given distortion measure. We analyze two commonly used classes of methods in deformable shape matching, and show that the stability of both types of techniques can be captured by the appropriate notion of a condition number. We also provide a practical way to estimate the shape condition number and show how it can be used to guide the selection of landmark correspondences between shapes. Thus we shed some light on the reasons why general shape matching remains difficult and provide a way to detect and mitigate such difficulties in practice.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—Geometric algorithms

1. Introduction
Shape matching is one of the most basic operations in digital geometry processing, with applications ranging from medical image analysis [MV98] to shape interpolation [KMP07], to reconstruction [LPC00], and to information (e.g. texture) transfer [KS04]. In the most general setting, the goal of a shape matching method is to recover an alignment between two shapes, which can be represented as either a deformation of one of the shapes or a correspondence between points on two given shapes. Although shape matching can often be effortlessly performed by humans, practical and robust computational methods that can be used for a wide class of shapes and their deformations remain elusive.

A major challenge in designing a successful shape matching method is to define an informative measure by which potential alignments can be scored and compared. In the majority of cases, such a score is represented through an energy function which assigns a single value to each potential solution of the matching problem, and the goal is to find the alignment minimizing this score, locally or globally. The primary objective of unsupervised shape matching is to formulate an energy function entirely in terms of the shape geometry, without prior knowledge on shape functionality, part decomposition or semantics. This constraint lies at the heart of the difficulty of non-rigid shape matching, and as we will show in this paper, prior information is often required to obtain a single, reliable solution.

When the matching problem is phrased in terms of finding the optimal correspondence between points on the two shapes, a commonly used strategy for defining an energy function is to measure how well a correspondence preserves distances between pairs points on each shape. In the context of non-rigid matching, distance preservation is often interpreted in terms of geodesic distances, which translates to recovering approximate intrinsic isometries — a problem...
that has recently received a lot of attention, e.g. see [MS05, BBK06, TBW∗09, LF09, OMMG10] among many others.

Alternatively, when the matching algorithm seeks a lower-dimensional deformation of a source shape onto the target shape, and the deformed points may not lie on but only near the target, the energy function is often formulated through a trade-off between proximity to the target shape and the local stretching introduced by the deformation, e.g. [LSP08, HAWG08, ZSCO∗08, WAO∗09].

Note that in both formulations the solution space is associated with an energy landscape and the goal of the matching algorithm is to find the global (or often local) minimum of this energy. It is the case, however, that often there exist other solutions with very similar energy values to the optimal one, but which lie very far in the solution space. The simplest example of this scenario is matching symmetric shapes, which admit at least two equally good maps. In the presence of noise, which map will be chosen as optimal can be arbitrary, and prior information such as shape semantics is necessary to pick the single “correct” solution. Even without perfect symmetry, however, small perturbations of one of the shapes can cause the optimal solution to change wildly.

In this paper, we study the stability properties of non-rigid shape matching with respect to a given energy function. Our goal is to formalize the intuition that some shapes lead to more “difficult” energy landscapes, and this difficulty can be captured by measuring the stability of the “best” solution under small perturbations. For example, a highly detailed, non-symmetric shape may have a unique global minimum of the deformation energy when matched even against a perturbed version of itself, while a near-symmetric shape may have several equally good solutions, without a canonical way to choose between them.

To capture this intuition we introduce a stability measure, called the shape condition number, which measures the worst-case behavior of how much the optimal solution can change under perturbations of the input source shape or energy landscape. We then relate the condition number to a simpler notion called the shape symmetry score which measures how far a shape is from symmetry. We analyze the symmetry score for both correspondence-based and deformation based shape matching and show how appropriate notions can be defined and estimated in practice through an eigenanalysis of certain matrices. Finally, we use these measures to derive methods for computing landmarks on a shape that explicitly aim to improve the stability of shape matching. For example, Figure 1 shows the improvement in stability of matching after adding a landmark correspondence for different points on the cat shape. Note that the best landmarks can often lie in the most featureless parts of the shape.

Although the notion that symmetric shapes lead to ambiguities in matching and are therefore more difficult to match is intuitive and has been in the geometry processing folklore, we believe that we are the first to provide a rigorous formulation of this idea via the concepts of the shape condition number and symmetry score and to study their properties. Furthermore, our stability-enhancing landmark selection strategy leads to landmark sequences with a distinctly different flavor and better behavior from those that have appeared earlier.

2. Related Work

Although a wealth of methods exists for non-rigid matching, the questions of stability as well as the hardness of shape matching, while observed in many settings, have not received a great deal of attention.

In the context of rigid matching, [MGPG04] studies the “funnel of convergence” of the point-to-plane Iterative Closest Point (ICP) algorithm of Chen and Medioni [CM92], which is the set of initial shape configurations that lead to convergence of ICP. The authors also propose a method that is shown to have a more stable funnel of convergence for a set of shapes. In a related work, Gelfand et al. [GIRL03] study the problem of optimal placement of landmark correspondences for ICP and show that greater stability can be achieved if the landmarks are chosen to decrease the slippage energy. Interestingly, the slippage energy is closely related to the symmetry structure of the shape, as developed and exploited in [GG04].

In non-rigid shape matching, several techniques have been proposed for finding landmark correspondences which can be used as anchors to improve stability of matching.

Memoli and Sapiro [MS05] use Farthest Point Sampling (FPS) on the geodesic distance function to find a covering of a shape by landmarks which can be used to approximate the Gromov-Hausdorff distance between a pair of shapes. Similarly, Bronstein et al. [BBK06] and Raviv et al. [RBBK07] use FPS to reduce the complexity of finding a low distortion map between a large set of points. One of the drawbacks of FPS is its reliance of the randomness to compute the first landmark point. To improve repeatability Zhang et al. [ZSCO∗08] use the extremal points of the geodesic distance field as feature landmarks for correspondence. Sun et al. [SOG09] and Ovsjanikov et al. [OMMG10] use extremal points of the heat kernel function to find landmark points for correspondence. These landmarks also show a large degree of repeatability on a standard dataset [BBB∗10] (see also references in [BBB∗10] for a list of evaluated feature detection methods). In a similar spirit, Ruggeri et al. [RPSS10] use the extremal points of the eigendependences of the Laplace-Beltrami operator to find landmark correspondences. Note, however, that while landmark repeatability of several feature detectors was evaluated by Bronstein et al. [BBB∗10], in most of the existing methods there is no explicit connection between the performance of landmark selection and the stability of shape matching. Note also that recently, Sun et al. [SCF10] have introduced a Gromov-Hausdorff stable
modification of geodesic distances and used it to define a notion of shape distance that they show more stable and discriminative than geodesic distortion on a benchmark set.

Perhaps the most closely related to ours is recent work by Tevs and colleagues [TBW11] who propose a guided landmark selection process for shape matching, which adds landmark points according to the amount of information contained in them, as measured by the entropy of the appropriate probability distribution. While entropy is a useful measure of information gain, it is still not clear how to connect decreases in entropy with the stability of shape matching. Moreover, while Tevs et al. provide some practical evaluation of performance under perturbation of distances, in the analysis and motivation the authors assume that the two shapes are exactly isometric, whereas our goal is precisely to study the stability of shape matching under shape perturbations.

We also note that measuring the difficulty of matching through self-similarity has been considered before in the context of string matching, in the seminal works of Knuth, Morris, Pratt [KMP77] and Boyer, Moore [BM77].

3. Motivation

Before we introduce the notion of the shape condition number, we provide some motivation as to why such a notion is useful. In numerical stability theory (see e.g. [TB97]), a problem is called well-conditioned if a small perturbation in the input data leads to a small perturbation in the result. For example, a linear system $Ax = b$ is well conditioned if given $A(x + \Delta x) = b + \Delta b$, small $\Delta b$ leads to a small $\Delta x$ for any $b$. In this context, the (relative) matrix condition number $\kappa(A) = \sup_{\Delta b \neq 0} \| A(A + \Delta A) \| / \| \Delta b \| = \sigma_{\max} / \sigma_{\min}$, where $\sigma_{\max}$ and $\sigma_{\min}$ are the largest and smallest singular values of $A$ respectively, or, equivalently, if $A$ is real and symmetric, absolute values of largest and smallest eigenvalues. A linear system is well-conditioned if $\kappa(A)$ is close to 1, and ill-conditioned if $\kappa(A)$ is large. In particular, if $A$ is rank-deficient, $\kappa(A) = \infty$. Intuitively, $\kappa(A)$ measures the difficulty of solving a linear system with $A$, regardless of the method used.

Our main goal is to use a similar notion for non-rigid shape matching. To illustrate this problem, consider two simple shapes in Figure 2a. They represent nearly perfect star shapes with a small modification at one of the ends (marked in red). Thus, in the noise-free case, there exists a unique map $T_{opt}$ that minimizes distortion of Euclidean distances between pairs of points. However, when a small amount of noise is added to $X$, the optimal map can change drastically, Figure 2b. Thus, even if a method obtains the “correct” map in the noiseless case, this solution is not reliable since there exist other maps with very similar distortion, but which look very different. Note that in this case, and, as we show below, in general, instability is closely related to shape symmetry.

In order to quantify and measure the stability of shape matching we will first need to define a way to evaluate perturbations of the input shapes, as well as the induced changes in the optimal matching solution. As we noted in the introduction, the solution to a shape matching problem between shapes $X$ and $Y$ is either a map $T_{opt} : X \rightarrow Y$, which optimizes some measure of distortion $D_{X,Y}(T)$, or a set of deformation parameters $P_{opt}$, such that when $X$ is deformed according to $P_{opt}$, it lies as close as possible to $Y$. In this setting again, $P_{opt}$ are commonly chosen to minimize an energy function $E_{X,Y}(P)$. Therefore, to define a condition number, we need a way to measure stability of $T_{opt}$ and $P_{opt}$. In the following sections we outline several possibilities for correspondence-based and deformation-based shape matching methods.

4. Correspondence-Based Matching

In this section we define the condition number for correspondence-based matching. Given two shapes $X$ and $Y$, the output of a matching is a map $T_{opt} : X \rightarrow Y$ that optimizes some distortion measure $D_{X,Y}(T)$ (see e.g. [MS05, BBK06, TBW09, LF09] and related techniques). We would like to say that a shape $X$ is well-conditioned if a small perturbation in $Y$ leads to a small perturbation in $T_{opt}$ for all $Y$. One of the difficulties in implementing this idea is that if $Y$ is symmetric then there may be several optimal maps $T$, regardless of $X$. To avoid such situations we will assume that $Y$ is a perturbation of $X$ and will measure how far $T_{opt}$ is from the identity.

To formalize this notion, we will treat all shapes as compact metric spaces. Thus, we will represent a shape $X$ as a collection of point-to-point distances (e.g. geodesic or Euclidean). For simplicity, we will also assume that the shapes consist of a finite number of points, although similar statements can also be made for continuous metric spaces. Finally, we would like all shapes to be scaled so that e.g. the diameter is always 1. This is only to ensure that something like a “small distance” makes sense. Then, given two shapes $X$ and $Y$, both containing $N$ points, let:

$$T_{opt}(X,Y) = \arg \min_{T : X \rightarrow Y} D_{X,Y}(T),$$

where $D_{X,Y}(T)$ is some measure of distortion of distances introduced by $T$, and the minimization done is over all bijections. Several measures of distortion, have been proposed in the literature, but perhaps the most common one is the $L^p$
norm on the difference of pairwise distances:
\[ D^p_{X,Y}(T) = \left( \sum_{x,x' \in X} (d_X(x,x') - d_Y(T(x),T(x')))^p \right)^{1/p}, \]
where \( p \) is commonly set to be 1, 2 or \( \infty \). In the latter case:
\[ D^\infty_{X,Y}(T) = \max_{x,x' \in X} |d_X(x,x') - d_Y(T(x),T(x'))|. \]
Note that for finite metric spaces with the same number of points, the Gromov-Hausdorff distance \( d^{GH}(X,Y) = \frac{1}{2}D^\infty_{X,Y}(\text{T}_{\text{opt}}) \), where \( \text{T}_{\text{opt}} \) is the bijection that minimizes \( D^\infty_{X,Y} \) [Mém07]. Note also that finding a map \( T \) that minimizes \( D^p \) for any fixed \( p \) and arbitrary finite metric spaces is NP-hard, as it includes the metric Traveling Salesman Problem as a special case. This can be shown by a simple modification of the proof in [BCPP98].

Given a distortion measure \( D_{X,Y}(T) \), we define \( \text{T}_{\text{opt}}(X,Y) \) as the map between \( X \) and \( Y \) that minimizes \( D_{X,Y}(T) \). There is an important subtlety of what happens when multiple \( \text{T}_{\text{opt}} \) exist with the same distortion. We will treat this question separately, when we define the condition number below.

In order to quantify the distortion of \( \text{T}_{\text{opt}}(X,Y) \) under perturbations of \( Y \), we will also need to make use of the notion of correspondence between the rows and columns.

To capture this intuition, we introduce another quantity, \( \kappa(X) \), which is closely related to the shape condition number, that is the information we have about \( X \) due to acquisition and representation error. Since \( \tilde{X} \) is a deformed version of \( X \), we will assume that there is a natural bijection \( \tilde{X} \rightarrow \tilde{X} \). In other words, we can think of \( \tilde{X} \) as a pair \((\tilde{X}, \tilde{I})\), where \( \tilde{I} \) is a canonical map from \( X \) to \( \tilde{X} \). When \( X \) is represented through a matrix of distances, we can think of \( \tilde{X} \) as a matrix of the same size with \( \tilde{I} \) given as the natural identity correspondence between the rows and columns.

One way to measure the distortion between \( \tilde{X} \) and \( X \) is via the Gromov-Hausdorff distance. However, our task is made easier since \( \tilde{X} \) is a deformation of \( X \) and we have the canonical map \( \tilde{I} \). In this case, we can simply use:
\[ d(X,\tilde{X}) = D_{X,\tilde{X}}(\tilde{I}), \]
where \( D_{X,\tilde{X}}(\tilde{I}) \) is one of the distortion measures above.

Given these measures, we define the condition number of \( X \):
\[ \kappa(X) = \sup_{\tilde{X}} \frac{d(\tilde{I}, \text{T}_{\text{opt}}(X,\tilde{X}))}{d(X,\tilde{X})}. \]
Note that if multiple \( \text{T}_{\text{opt}} \) exist with the same distortion, we take the one that leads to the highest \( \kappa(X) \). We call \( \kappa(X) \) the condition number of \( X \). Intuitively, the condition number will be large if a small change in \( X \) can trigger a large change in the optimal map. In particular, the condition number measures the difficulty of finding the canonical identity map under perturbations of \( X \). If the identity map remains optimal after a perturbation of \( X \), then \( \kappa(X) \) will be small, and conversely, if a small perturbation of \( X \) alters the optimal map \( \text{T}_{\text{opt}}(X,\tilde{X}) \) and takes it very far away from the identity, then \( \kappa(X) \) will be large.

**Discussion** Note that the condition number \( \kappa(X) \) captures the worst-case behavior of matching a shape to its deformed copy. Given \( X \) and \( \tilde{X} \), any algorithm that tries to optimize \( D_{X,\tilde{X}}(T) \) is susceptible to uncertainty in the knowledge of \( \tilde{X} \). Specifically, if all that is known about \( X \) and \( \tilde{X} \) is pairwise distances (or quantities derived from them such as the Laplace-Beltrami operator), then any uncertainty in the distances will result in uncertainty in the optimal map found by the algorithm. For a shape \( X \), the condition number measures the worst case behavior in terms of \( \tilde{X} \).

Note that in many cases some information, such as landmark correspondences is known, or could potentially be specified by the user. Such external information could improve the stability of isometric shape matching. We can incorporate this information into the definition of \( \kappa(X) \) by modifying the definition of the optimal map \( \text{T}_{\text{opt}} \). Rather than optimizing over all maps in Equation 1, we can restrict the choice to only those maps that satisfy the known constraints. We exploit this fact when we use our definition for computing landmark correspondences in Section 6.

### 4.1. Condition number and Symmetry

One disadvantage of the notion of condition number introduced above is the optimization over all possible shapes \( \tilde{X} \), making it hard to estimate in practice. Intuitively, however, the difficulty of matching a shape must be already encoded in the shape itself. For example, if \( \kappa(X) = \infty \), this means that the shape \( X \) admits a non-identity map with 0 distortion. In other words, \( X \) is symmetric. Thus \( \kappa(X) = \infty \) if and only if \( X \) has a perfect symmetry.

To capture this intuition, we introduce another quantity, which is closely related to the shape condition number, that we call the global symmetry score, and which will allow us to relate the shape condition number to its symmetry structure. Given a compact shape \( X \), we define its global symmetry score \( \sigma(X) \) as:
\[ \sigma(X) = \sup_{T: X \rightarrow \tilde{X}} \frac{d(T, \tilde{I})}{D_{X,\tilde{X}}(T)} \]
where \( T \) again varies over all bijections \( X \rightarrow \tilde{X} \). Intuitively, \( \sigma(X) \) is attained for the self-map \( T \) that is as far as possible from the identity while introducing the least possible distortion. Note that if \( X \) is perfectly symmetric and admits a non-identity map with zero distortion, then \( \sigma(X) = \infty \).

The main result of this section is the following Theorem, which relates \( \sigma(X) \) with \( \kappa(X) \):

**Theorem 4.1** For any finite shape \( X \) and the \( L^p \) distortion measures introduced above, \( \sigma(X) \leq \kappa(X) \leq 2\sigma(X) + 1 \).
Proof: See Appendix.

Moreover, the following Lemma shows that when $X$ and $\tilde{X}$ are isometric, then $\sigma(X) = \kappa(X)$.

**Lemma 4.2** A necessary and sufficient condition for $\kappa(X) = \sigma(X)$, is that the condition number $\kappa(X)$ is achieved by a shape $\tilde{X}$ that is isometric to $X$, i.e.: $D_{X,\tilde{X}}(T_{opt}(X,\tilde{X})) = 0$.

**Proof:** See Appendix.

The two results above show that the difficulty of shape matching, when measured by the stability of the optimal solution is intimately related to the symmetry structure of the shape. This is also intuitively clear since a highly symmetric shape will have several equally good maps when mapped to another shape, and conversely a highly unstable shape must have near-isometric self-maps that are far from identity.

### 4.2. Computing The Global Symmetry Score

Given a shape $X$, represented as a symmetric matrix of pairwise distances between points, our goal is to estimate its global symmetry score $\sigma(X)$. Moreover, we will assume that both $D_{X,X}(T)$ and $d_{\mathcal{K}}(T,Id)$ are given by the $L^2$ norm as defined in Equations 2 and 3 above.

To estimate $\sigma(X)$, we use a construction similar to the one by Leordeanu and Hebert [LH05]. Namely, for a shape $X$ represented by a finite collection of $N$ points, let $\mathcal{A}$ be a matrix of size $N^2 \times N^2$, where rows and columns represent pairs of points, and $\mathcal{A}(x,y) = (d_x(x,y) - d_y(x,y))^2$. Moreover, let $\mathcal{B}$ be a diagonal matrix of the same size as $\mathcal{A}$, and $\mathcal{B}(x,x) = d_x(x,x)$. Then, if $\lambda_0$ and $\lambda_{\text{max}}$ are the smallest and largest eigenvalues of the generalized eigenvalue problem $\mathcal{A}x = \lambda\mathcal{B}x$, we have: $\frac{1}{\lambda_{\text{max}}} \leq \sigma(X) \leq \frac{1}{\sqrt{\lambda_0}}$.

To see this, note that every $N^2$-size vector $x$ can be interpreted as a set of correspondences, by representing it in matrix form, taking blocks of $N$ entries from $x$ for each row. In particular, if $x$ is a binary vector and in its matrix representation every row and every column contain exactly one 1, then $x$ represents a bijection. Thus, using the Rayleigh quotient:

\[
\frac{1}{\lambda_0} = \sup_{x} \frac{x^T \mathcal{B} x}{x^T \mathcal{A} x} \geq \sup_{x \in \text{bijection}} \frac{x^T \mathcal{B} x}{x^T \mathcal{A} x} = \sup_{T} \sum_{x \rightarrow \tilde{x}} \frac{d(T(x), \tilde{x})}{d(T(x), X)}^2 = \sup_{T} d^2(T, Id) \text{ where } T = \tilde{X}X(T) = \sigma^2(X).
\]

The lower bound is established similarly. One consequence of this result is that using Theorem 4.1 we can bound the condition number of $X$ simply as $\kappa(X) \leq 2 \frac{1}{\sqrt{\lambda_0}} + 1$. Such a bound is useful when e.g. selecting a set of landmark correspondences that would reduce the condition number. Note that a similar algorithm for symmetry detection was recently proposed by Chertok and Keller [CK10], although importantly the authors did not use the normalizing matrix $B$.

The lower bound, on the other hand, albeit much looser, is useful since it bounds the stability of any shape matching algorithm that tries to match $X$ by optimizing a distortion measure $D$, while using only intrinsic quantities (i.e. distances and their derived quantities, such as the Laplace-Beltrami operator) without prior knowledge on the alignment.

Let us note that while the eigenvalue upper bound $\sigma(X) \leq 1/\sqrt{\lambda_0}$ is conceptually useful, in practice we observed that it is often too loose because it substitutes vectors representing bijections with arbitrary $N^2$-vectors. Thus, we use a quasi-convex optimization method to estimate $\sigma(X)$ as follows: given matrices $A$ and $B$ as above, we use binary search to iteratively check whether $x^T \mathcal{B} x - \lambda x^T \mathcal{A} x \leq 0$ for a fixed $\lambda$ is feasible or not. To check the feasibility, we use the linear programming relaxation technique which is frequently used in solving Markov Random Fields [WJW05]. The basic idea is to let $Y = xx^T$ such that the constraint $x^T \mathcal{B} x - \lambda x^T \mathcal{A} x \leq 0$ is linear in $Y$. Then we relax $Y = xx^T$ by the marginalization constraints. We refer the reader to [WJW05] for exact details of this approach.

### 5. Condition number for deformation-based matching

As mentioned in the introduction, another class of methods for matching two shapes $X$ and $Y$ aims at deforming $X$ to align it as well as possible with $Y$ under some deformation penalty e.g. [LSP08, HAWG08, ZSCO*08, WAO*09]. In this formulation, the output of a shape matching method is a set of deformation parameters $P$ that minimize some energy $E_{X,Y}(P)$. For example, $P$ may consist of $3n$ variables, each corresponding to a displacement of a point of $X$ along one of the 3 coordinate axes. The goal of the matching algorithm is then to find a displacement $\tilde{P}$ that would minimize the energy $E_{X,Y}(\tilde{P})$. Note that in this scenario the majority of methods use numerical optimization techniques to find a local minimum of $E_{X,Y}(\cdot)$.

To define the condition number and the symmetry score in this setting, we will need a way to measure distances in the deformation parameter space as well as distances between shapes. Here we will assume that $P$ can be represented as a vector of deformation parameters, and that when a shape $X$ is matched against itself $E_{X,X}(0) = 0$ is a global minimum of the energy function. In other words, we assume that for a non-deformed version of $X$, a vector of zeros leads to zero distortion and $E_{X,X}(P) \geq 0$ for any $P$. We define the condition number, simply as:

\[
\kappa(X) = \sup_{P} \frac{d(P_{\text{opt}}, 0)}{d(X,\tilde{X})},
\]

where $P_{\text{opt}} = \text{argmin}_{P} E_{X,\tilde{X}}(P)$, and if several deformations exist that lead to the same error, we pick the one that maximizes $\kappa(X)$. The exact nature of the distance $d(X,\tilde{X})$ is not...
crucial in our setting. However, we will assume that it has the following form: if \( \tilde{X} = X(P) \), i.e. if \( \tilde{X} \) is obtained by deforming \( X \) according to \( P \), then \( d(X, \tilde{X}) \leq \sqrt{E_{XX}(P)} \). This is motivated by the fact that the deformation energy is usually the sum of the squares of both pairwise distances between points and some additional terms related to deviation from rigidity. Moreover, we will assume that if \( \tilde{X} = X(P) \) then \( P \) is among the global minima of \( E_{XX}(P) \).

To define the symmetry score, we simply use:

\[
\sigma(X) = \sup_{P} \frac{d(P, 0)}{\sqrt{E_{XX}(P)}}.
\]

(6)

Similarly to above, we have:

**Lemma 5.1** For any shape \( X \), \( \sigma(X) \leq \kappa(X) \).

**Proof** Under the above assumptions, the proof is straightforward: given deformation parameters \( P \), construct a shape \( \tilde{X} = X(P) \). Then note that \( P \) must be among the global minima of \( E_{XX} \) and moreover \( d(X, \tilde{X}) \geq \sqrt{E_{XX}(P)} \) by assumption. Therefore, \( \frac{d(P, 0)}{\sqrt{E_{XX}(P)}} \leq \frac{d(0, P)}{\sqrt{E_{XX}(P)}} \leq \kappa(X) \). Since this holds for any \( P \), the result follows. \( \Box \)

Note that the symmetry score \( \sigma(X) \) measures the worst-case behavior for any set of deformation parameters \( P \). However, in many settings, methods that use a deformation penalty aim at finding local minima of the deformation energy. In this case, to measure the stability of a local minimum, we need to restrict our attention to only infinitesimal deformations:

\[
\sigma_{inf} = \lim_{t \to 0} \frac{d(P, 0)}{\sqrt{E_{XX}(P)}}.
\]

Note that unlike the global version of the symmetry score, its local counterpart can be thought as quantifying the certainty that a particular solution is indeed a local minimum, and is closely related to the slippage analysis of Gelfand et al. [GG04]. The two measures are complimentary and can be used together to measure the difficulty of shape matching.

5.1. Computation of Local Symmetry Score

Interestingly, if \( d(P, 0) \) is measured as the \( L^2 \) norm of the vector \( P \), i.e. \( d(P, 0) = ||P||_2 = (\sum P_i^2)^{1/2} \) just like the computation of the global symmetry score for correspondence-based matching in Section 4.2, the computation of \( \sigma_{inf} \) reduces to an eigenvalue problem. Namely, \( \sigma_{inf} = 1/\sqrt{\lambda_{min}(H)} \), where \( H \) is the Hessian matrix of the deformation energy \( E_{XX} \) evaluated at 0.

To see this simply note that locally: \( E_{XX}(P) = E_{XX}(0) + \nabla E_{XX}(0) \cdot P + \frac{1}{2} P^T H P + o(||P||^2) \). Since \( E(0) = 0 \), and \( E(P) \geq 0 \) by assumption, meaning \( \nabla E_{XX}(0) = 0 \), we get, up to third order: \( E_{XX}(P) = \frac{1}{2} P^T H P + o(||P||^2) \). Therefore:

\[
\sigma_{inf} = \sup_P \frac{2||P||}{\sqrt{P^T H P}} = \frac{2}{\sqrt{\lambda_{min}(H)}}.
\]

**Relation to prior work:** Note that Gelfand et al. [GIRL03] used a similar notion as a measure of stability of the ICP algorithm. In their work, the deformation parameters \( P = (c \, \tilde{c}) \) was a 6-dimensional vector corresponding to a linearization of translation and rotation, and the deformation energy was the point-to-plane ICP metric [CM92]. Gelfand et al. then used the condition number of the Hessian of the deformation energy as a measure of stability of ICP. This number is simply the ratio of the largest and smallest eigenvalues. The difference of their definition from ours simply comes from the fact that our notion of stability is absolute rather than relative, which is reasonable since we are only considering the solutions around identity (a relative measure would also be unclear for correspondence-based matching since it would require us to define a norm of a map). Note, however, that qualitatively the two notions behave similarly, and e.g. tend to \( \infty \) for rank-deficient matrices, which correspond to self-symmetric (in the rigid case, slippable [GG04]) shapes. Note also that spectral analysis of a deformation energy’s Hessian has been used for shape analysis in the works of of Hildebrand [HSvTP10] and Huang [HWAG09] among others.

6. Landmark selection

One of the main applications for the notions of stability introduced above is finding ways in which stability can be improved in practice. Note that the condition number gives a lower bound on the stability of any method used to match a given shape using only its metric structure. However, in many cases additional information may exist that can be used during matching. The most common strategy of introducing information for shape matching is by using landmark correspondences, which can be either specified by the user or precomputed separately. Thus, when performing shape matching the set of allowable shape deformations or maps is restricted to only those that preserve known landmark correspondences. Note that even a few landmark correspondence can often greatly constraint the space of possible solutions and potentially improve stability significantly [LF09, OMMG10]. However, with the notable exception of the work of Tevs et al. [TBW*11] the optimal placement of landmark correspondences for shape matching has received little attention.

Our stability measures and especially the symmetry score provide a general way to compute landmark points on a shape in order to improve stability of shape matching. In the definition of the symmetry score Equations 5 and 6, adding landmark correspondences would mean restricting the search to only those maps \( T \) and those deformation parameters \( P \) that fix the known landmark points. Note that the symmetry score can only become smaller with addition of constraints on the space of solutions.

In practice when computing the symmetry score using the methods in Section 4.2 or Section 5.1 (in the case where \( P \) represents displacements of points) adding landmark correspondences simply translates into removing the corresponding rows and columns from the matrices before performing the eigen-decomposition.
To find the optimal landmark points, we must therefore find those points such that after removing the corresponding rows and columns the symmetry score decreases the most, or, equivalently, the smallest eigenvalue increases the most.

To implement this idea, we use a greedy sampling strategy that evaluates for each point on the shape the reduction of the symmetry score if this point is fixed. We then sample the points that lead to the greatest reduction in the symmetry score. In the following section we illustrate this general method on two types of techniques for shape matching, which are most useful for global and local search respectively. In all of the examples below we compute landmark samples using the isometric correspondence-based matching using the $L^2$ norm as described in Section 4.2. We call this method Condition Number Based Sampling (CNBS). We emphasize that CNBS is not a feature detection method and its goal is not to find the most repeatable landmark points that are easy to identify and match on copies of the shape. Rather, our goal is to find those points such that if their correspondences are known then the shape matching problem becomes easiest. This is especially useful when the correspondences are provided by a user, and our goal is to minimize manual effort, before the matching problem is sufficiently easy to be solved automatically. Note also that by introducing landmark points we get a more refined measure of shape matching difficulty. Indeed, by concatenating the scores after adding landmark points, we obtain a vector of symmetry scores for each shape, which could be used to e.g. distinguish between symmetric shapes such as a human and a sphere which initially have infinite symmetry scores.

7. Results

We first illustrate the relevance of the notion of the symmetry score $\sigma(X)$ for near-symmetric shapes. Figure 3 shows the computed symmetry scores on four shapes with progressively more pronounced symmetries, ending with the horse shape which is perfectly symmetric. Here and in all of the experiments below we first sub-sampled the shapes using Farthest Point Sampling (FPS) to only include 400 points, and computed the symmetry score using the $L^2$ norm of the geodesic distortion as described in Section 4.2. Note that although in theory our relaxation provides only an upper bound on the symmetry score, in practice it follows very closely the near-symmetry structure of the shape. For a perfectly symmetric horse shape the symmetry score $\sigma(X) = \infty$ as expected, while for near symmetric hand (which has an approximate front-back as well as reflectional symmetries), fish (which represents a bending of a perfectly symmetric shape) and foot shapes, the symmetry score decreases.

In the rest of this section we illustrate the performance of our Condition Number Based Sampling (CNBS) for landmark selection. As described in Section 6 our method is greedy and selects landmarks by considering the decrease in the symmetry score after the landmark point is fixed during the computation of $\sigma(X)$. Figures 1 and 4 show this improvement in the symmetry score for different points on the Cat, David and Dog shapes taken from the TOSCA dataset [BBK08]. As expected, landmark points close to the symmetry axis of the shape introduce little if any improvement in the symmetry score and by extension the condition number. Figure 5 also shows the first landmark as picked by the FPS, the Planned Landmark Selection by Tevs et al. [TBW+11], and our Condition Number Based Sampling. In an attempt to reduce randomness in FPS, here and in all of the evaluation below, we always selected the farthest point as a random point as the initial landmark in FPS.

Evaluation and comparison with prior work To evaluate our landmark selection method, we compare it with the standard Farthest Point Sampling (FPS) and the Planned Landmark Sampling (PLS) method of Tevs et al. [TBW+11]. Our goals are two-fold: to compare the stability properties of the landmark selection methods as measured by the symmetry score and to demonstrate that the symmetry score provides a useful measure for the “hardness” of matching the shapes.

For this, we evaluate landmark selection methods using two criteria: first we compute the symmetry score of the shapes after introducing the landmarks using the method described in Section 4.2. Then, we use these sample points as landmark correspondences between pairs of shapes within the same class of deformed models, and use the spectral matching approach of Leordeanu and Hebert [LH05] to discover the remaining correspondences. To evaluate the matchings,
we measure the average distance of the computed correspondences from the ground truth across all shapes in the class. In this experiment, we used 8 classes of shapes from the TOSCA dataset of Bronstein et al. [BBK08]. Within each class, we used the undeformed (null) shape to compute the landmark points and evaluate the symmetry score. We then matched the null shape against each remaining shape in the class using the selected points as landmark correspondences and spectral matching of Leordeanu and Hebert [LH05]. To evaluate the matching, we measured the average (across all matchings of null shape to other shapes in the same class) geodesic distance of the computed correspondences from the ground-truth ones (note that shapes within a class in the TOSCA dataset contain the same number of points with corresponding vertices given by vertex id). The landmarks on the null shapes were computed by the authors of [TBW*11].

Figure 6 shows the landmark points selected by Farthest Point Sampling (FPS), Planned Landmark Sampling (PLS) and our (CNBS) method on 6 null shapes. The red points correspond to the first three landmarks, while the green ones represent the remaining landmarks. We used the same number of landmark points as provided by Tevs et al. and this number is reported in the leftmost column of Figure 7a.

The table in Figure 7a shows the estimate of the symmetry score after adding one, three and all landmark points on each null shape, the maximum number being defined by PLS. Note that the first landmark selected by PLS is computed by only comparing descriptor values. Thus it may not reduce the symmetry score significantly. Indeed, Figure 5 shows the first landmark point on the cat shape for the three sampling strategies. The first point picked by PLS lies close to the symmetry axis thus not reducing the symmetry score significantly. However, with 3 landmark points, both PLS and our method significantly outperform FPS, while for a larger number of landmarks all methods seem to have comparable performance.

The table in Figure 7b shows the performance of spectral matching [LH05] after fixing 3 and all landmark points. In particular, we compute dense correspondences and measure the average geodesic distance of the computed correspondences to the ground-truth in percent of the half-diameter of the shape. Note that we averaged this distance over matchings from the null shape to each shape in a given class, which roughly simulate a set of noisy deformations of the null shape. Note that, as predicted, the symmetry score shown in Figure 7a correlates very well with the average error in 7b. In other words, for shapes and landmarks with high symmetry score, the average error also increases, which suggests that the symmetry score and by extension the condition number are meaningful measures for the hardness of matching a shape. Therefore, based on these preliminary results, we conclude that 1) the condition number is consistent with the matching error, 2) our method is comparable to or slightly better than PLS and both methods are better than FPS, and 3) with more samples, these methods tend to be identical.

![Figure 5: First landmark selected by FPS (yellow), PLS [TBW*11] (red) and our method (blue). Note the proximity of the red and yellow points to the symmetry axis.](image)

### 8. Conclusion & Future Work

In this paper, we have analyzed the stability of shape matching for a fixed distortion measure and showed that it can be captured by a notion called the shape condition number. We also showed that the condition number is closely related to a simpler measure which we called the shape symmetry score. We demonstrated ways in which the condition number can be estimated in practice, and described how the computation can be used to guide the selection of landmark points to improve stability of shape matching.

A major limitation of our analysis is that it does not address partial shape matching, which can result in energy landscapes with comparable local minima in the absence of shape symmetries. Analyzing stability of partial shape shape matching is an important and challenging problem for future work. Similarly, we are interested in analyzing different matching methods for their stability with respect to the lower bound provided by the condition number, and extending stability analysis of other problems beyond shape matching.
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<table>
<thead>
<tr>
<th></th>
<th>FPS</th>
<th>PLS</th>
<th>CNBS</th>
<th>FPS</th>
<th>PLS</th>
<th>CNBS</th>
<th>FPS</th>
<th>PLS</th>
<th>CNBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horse</td>
<td>40.6</td>
<td>Inf</td>
<td>17.3</td>
<td>12.1</td>
<td>15.9</td>
<td>13</td>
<td>8.1</td>
<td>7.5</td>
<td>7.8</td>
</tr>
<tr>
<td>Victoria</td>
<td>58.2</td>
<td>58.2</td>
<td>11.8</td>
<td>9.4</td>
<td>7.4</td>
<td>6.3</td>
<td>4.7</td>
<td>3.8</td>
<td>3.7</td>
</tr>
<tr>
<td>Michael</td>
<td>80.1</td>
<td>56.4</td>
<td>19.1</td>
<td>9</td>
<td>7.6</td>
<td>6.1</td>
<td>5</td>
<td>4.7</td>
<td>4.8</td>
</tr>
<tr>
<td>Davis</td>
<td>57.5</td>
<td>43.9</td>
<td>12</td>
<td>11.02</td>
<td>10.15</td>
<td>7.2</td>
<td>5.28</td>
<td>5.44</td>
<td>5.57</td>
</tr>
<tr>
<td>Dog</td>
<td>Inf</td>
<td>53.8</td>
<td>12.3</td>
<td>20.46</td>
<td>6.31</td>
<td>7.2</td>
<td>7.9</td>
<td>6.38</td>
<td>5.43</td>
</tr>
<tr>
<td>Centaur</td>
<td>Inf</td>
<td>28.2</td>
<td>14.5</td>
<td>12.74</td>
<td>8.51</td>
<td>7.77</td>
<td>6.56</td>
<td>6.51</td>
<td>6.42</td>
</tr>
<tr>
<td>Wolf</td>
<td>Inf</td>
<td>46.2</td>
<td>23.5</td>
<td>15.21</td>
<td>8.87</td>
<td>10.22</td>
<td>5.92</td>
<td>4.51</td>
<td>4.64</td>
</tr>
<tr>
<td></td>
<td>2.74</td>
<td>2.71</td>
<td>2.56</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One Landmark</td>
<td>1.8</td>
<td>1.36</td>
<td>1.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td>0.64</td>
</tr>
<tr>
<td>Three Landmarks</td>
<td>1.76</td>
<td>0.57</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.39</td>
<td>0.34</td>
</tr>
<tr>
<td>All Landmarks</td>
<td>0.71</td>
<td>0.62</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.42</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Figure 7: (a) Estimates of the symmetry score after adding landmark correspondences (b) Dense correspondence accuracy

(a) Estimates of the symmetry score after fixing one, three and all landmarks using Farthest Point Sampling (FPS), Planned Landmark Sampling (PLS) [TBW∗11], and our CNBS method. The total number of landmarks fixed is shown in the last column. Note that the first landmark in PLS is chosen using only point descriptor comparison, (b) Average distance of the dense correspondences to the ground-truth (in percent of half-diameter of the shape), after applying spectral matching [LH05] to obtain dense correspondences from sparse ones.

Proof of Theorem 4.1 Throughout this proof we will assume that $X, Y$ and $d_X, d_Y$ are given as $L^p$ norms, according to Equations 2 and 3 with the same $p$.

1. $\sigma(X) \leq \kappa(X)$

Proof Our goal is to show that for any bijection $T : X \rightarrow X$, we can construct $\tilde{T}$ such that:

$$d(\tilde{T}, Id) = \frac{d(\tilde{T}, Opt(X, \tilde{X}))}{d(X, X)}.$$

For this, given $T : X \rightarrow X$, we let $\tilde{X}$ be such that $d(\tilde{X}(x), \tilde{X}(x')) = d(T(x), T(x'))$. This implies:

$$d(X, \tilde{X}) = d_X(\tilde{X}) = d_X(T).$$

Moreover, note that the map $S : X \rightarrow \tilde{X}$ defined as $S = \tilde{T} \circ T^{-1}$ has zero distortion since for all $x, x'$:

$$d_X(x, x') = d_{\tilde{T}}(\tilde{T}^{-1}(x), \tilde{T}^{-1}(x')) = d_{\tilde{T}}(S(x), S(x')).$$

Therefore, $S \in T_{opt}(X, \tilde{X})$. Moreover, $d(T, Id) = d(\tilde{T}, S)$, since for any $x$:

$$d(T(x), x) = d(\tilde{T}(x), \tilde{T}(T(x))) = d_{\tilde{T}}(\tilde{T}(S(x)), S(x)).$$

Therefore,

$$\kappa(X) \geq \frac{d(\tilde{T}, T_{opt}(X, \tilde{X}))}{d(X, X)} \geq \frac{d(\tilde{T}, S)}{d(X, X)} \geq \frac{d(T, Id)}{D_{X, X}(T)}.$$

Since this holds for any $T$, $\kappa(X) \geq \sigma(X)$ as claimed. 

2. $\kappa(X) \leq 2\sigma(X) + 1$

Proof Given a shape $X$ and its deformed version $(\tilde{X}, \tilde{I}d)$ with a map $T : X \rightarrow \tilde{X}$, s.t. $D_X(\tilde{X}) \leq D_X(Id)$ our goal is to produce a map $S : X \rightarrow X$ such that:

$$d(S, Id) \geq \frac{1}{2} \frac{d(\tilde{T}, T)}{d(X, X)} - 1.$$

For this, simply let $S = T^{-1} \circ \tilde{I}d$. Then, note that:

$$D_X(\tilde{X}) \leq D_X(T^{-1}) + D_X(Id) = D_X(T) + D_X(Id).$$

Moreover,

$$d(S, Id) \geq d(Id, T) - D_X(Id),$$

since $d(S, Id)$ and $D_X(Id)$ are given by $L^p$ norms for the same $p$. Thus, assuming $d(Id, T) \geq D_X(Id)$ (otherwise $\kappa(X) \leq 1$ and the bound holds trivially), and using the triangle inequality on $D_X(\tilde{S})$:

$${d(S, Id)} \geq \frac{d(Id, T)}{D_X(Id)} - \frac{D_X(Id)}{2D_X(Id)} \geq \frac{1}{2} \frac{d(Id, T)}{D_X(Id)} - \frac{1}{2}.$$

Proof of Lemma 4.2

Proof We first prove necessity: suppose $\kappa(X) = \sigma(X)$. Let $S_{opt}$ be the self-map that achieves $\sigma(X)$, and $\tilde{X}$ be such that:

$$d(\tilde{X}, Id) = \sigma(X),$$

and the map $T_2 : X \rightarrow \tilde{X}, T_2 = \tilde{T} \circ T^{-1}$. Then, $T_2$ achieves zero distortion and moreover, since:

$$\kappa(X) \geq \frac{d(Id, T_2)}{d(X, X)} \geq \sigma(X),$$

and we are given that $\kappa(X) = \sigma(X)$, the inequalities are equalities and $\kappa(X)$ is achieved by $\tilde{X}$ and the isometry $T_2$.

To prove sufficiency, suppose that $\kappa(X)$ is achieved by a shape $\tilde{X}$ and a map $T : X \rightarrow \tilde{X}$ such that $D_X(T) = 0$. Then, consider the map $S : X \rightarrow X, S = T^{-1} \circ Id$. Since $T$ has zero distortion:

$$d(S(x), S(x')) = d(T(S(x), T(x')) = d(\tilde{T}(x), \tilde{T}(x')) \forall x, x' \in X.$$ Thus: $D_X(S) = D_X(\tilde{T})$.

Similarly: $d(S, Id) = d(Id, T)$. Therefore, $S$ is such that:

$$\kappa(X) = \frac{d(\tilde{T}, T_{opt}(X, \tilde{X}))}{D_{X, X}(S)},$$

which implies, using Lemma 4.1, that $\kappa(X) = \sigma(X)$. 
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