Instant recovery of shape from spectrum via latent space connections
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Abstract

We introduce the first learning-based method for recovering shapes from Laplacian spectra. Our model consists of a cycle-consistent module that maps between learned latent vectors of an auto-encoder and sequences of eigenvalues. This module provides an efficient and effective linkage between Laplacian spectrum and geometry. Our data-driven approach replaces the need for ad-hoc regularizers required by prior methods, while providing more accurate results at a fraction of the computational cost. Our learning model applies without modifications across different dimensions (2D and 3D shapes alike), representations (meshes, contours and point clouds), as well as across different shape classes, and admits arbitrary resolution of the input spectrum without affecting complexity. The increased flexibility allows us to address notoriously difficult tasks in 3D vision and geometry processing within a unified framework, including shape generation from spectrum, mesh super-resolution, shape exploration, style transfer, spectrum estimation from point clouds, segmentation transfer and point-to-point matching.

1. Introduction

Constructing compact encodings of geometric shapes lies at the heart of 2D and 3D Computer Vision. While earlier approaches have concentrated on handcrafted representations, with the advent of geometric deep learning [12, 31], data-driven learned feature encodings have gained prominence. A desirable property in many applications, such as shape exploration and synthesis, is to be able to recover the shape from its (latent) encoding, and various auto-encoder architectures have been designed to solve this problem [2, 30, 32, 20]. Despite significant progress in this area, the structure of the latent vectors is arduous to control. For example, the dimensions of the latent vectors typically lack a canonical ordering, while invariance to various geometric deformations is often only learned by data augmentation or complex constraints on the intermediate features.

At the same time, a classical approach in spectral geometry is to encode a shape using the sequence of eigenvalues (spectrum) of its Laplacian operator. This representation is useful since: (1) it does not require any training, (2) it can be computed on various data representations, such as point
clouds or meshes, regardless of sampling density, (3) it enjoys well-known theoretical properties such as a natural ordering of its elements and invariance to isometries, and (4) as shown recently [19, 38], alignment of eigenvalues often promotes near-isometries, which is useful in multiple tasks such as non-rigid shape retrieval and matching problems.

Unfortunately, although encoding shapes via their Laplacian spectra can be straightforward (at least for meshes), the inverse problem of recovering the shape is very difficult. Indeed, it is well-known that certain pairs of non-isometric shapes can have the same spectrum, or in other words “one cannot hear the shape of a drum” [21]. At the same time, recent evidence suggests that such cases are pathological and that in practice it might be possible to recover a shape from its spectrum [19]. Nevertheless, existing approaches [19], while able to deform a shape into another with a given spectrum, can produce highly unrealistic shapes with strong artifacts failing in a large number of cases.

In this paper, we combine the strengths of data-driven auto-encoders with those of spectral methods. Our key idea is to construct a single architecture capable of synthesizing a shape from a learned latent code and from its Laplacian eigenvalues. We show that by explicitly training networks that aim to translate between the learned latent codes and the spectral encoding, we can both recover a shape from its eigenvalues and moreover endow the latent space with certain desirable properties. Remarkably, our shape-from-spectrum solution is extremely efficient since it requires a single pass through a trained network, unlike expensive iterative optimization methods with ad-hoc regularizers [19]. Furthermore, our trainable module acts as a proxy to differentiable eigendecomposition, while encouraging geometric consistency within the network. Overall, our key contributions can be summarized as follows:

- We propose the first learning-based model to robustly recover shape from Laplacian spectra in a single pass;
- For the first time, we provide a bidirectional linkage between learned 3D latent space and spectral geometric properties of 3D shapes;
- Our model is general, in that it applies with no modifications to different classes even across different geometric representations and dimensions and to data that does not belong to the datasets used at training time;
- We showcase our approach in multiple applications (e.g., Fig. 1), and show significant improvement over the state of the art; see Fig. 2 for an example.

2. Related work

Spectral quantities and in particular the eigenvalues of the Laplace-Beltrami operator provide an informative summary of the intrinsic geometry. For example, closed-form estimates and analytical bounds for surface area, genus and curvature in terms of the Laplacian eigenvalues have been obtained [13]. Given these properties, spectral shape analysis has been exploited in many computer vision and computer graphics tasks such as shape retrieval [41], description and matching [46, 3, 11, 33], mesh segmentation [40], sampling [34] and compression [26] among many others. Typically, the intrinsic properties of the shape are computed from its explicit representation and are used to encode compact geometric features invariant to isometric deformations.

Recently, several works have started to address the inverse problem: namely, recovering an extrinsic embedding from the intrinsic encoding [9, 19]. This is closely related to the fundamental theoretical question of “hearing the shape of the drum” [25, 21]. Although counterexamples have been proposed to show that in certain scenarios multiple shapes might have the same spectrum, there is recent work that proposes effective practical solutions to this problem. In [9] the shape-from-operator method was proposed, aiming at obtaining the extrinsic shape from a Laplacian matrix where the 3D reconstruction was recovered after the estimation of the Riemannian metric in terms of edge lengths. In [18] the intrinsic and extrinsic relations of geometric objects have been extensively defined and evaluated from both theoretical and practical aspects. The authors revised the framework of functional shape differences [43] to account of extrinsic structure extending the reconstruction task to non-isometric shapes and models obtained from physical simulation and animation. Several works have also been proposed to recover shapes purely from Laplacian eigenvalues [15, 1, 38] or with mild additional information such as excitation amplitude in the case of musical key design [8]. Most closely related to ours in this area is the recent isopectralization approach introduced in [19], that aims directly to estimate the 3D shape from the spectrum. This approach works well in the vicinity of a good solution but is both computationally expensive and, as we show below, can quickly produce unrealistic instances, failing in a large number of cases in 3D, as shown in Fig. 2 for two examples.

![Figure 2. Comparison in estimating a shape from its Laplacian spectrum between the state-of-the-art method [19] (middle) and ours (right) for a mesh and a point cloud. The shapes recovered by our method are significantly closer to the target.](Image 3266x6180 to 5274x6639)
In this paper we contribute to this line of work, and propose to replace the heuristics used in previous methods such as [19] with a purely data-driven approach for the first time. Our key idea is to design a deep neural network, that both constraints the space of solutions based on the set of shapes given at training, and at the same time, allows us to solve the isospectralization problem with a single forward pass, thus avoiding expensive and error-prone optimization.

We note that a related idea has been recently proposed in [24] via the so-called OperatorNet architecture. However, that work is based on shape difference operators [43] and as such requires a fixed source shape and functional maps to each shape in the dataset to properly synthesize a shape. Our approach is based on Laplacian eigenvalues alone and thus is completely correspondence-free.

Our approach also builds upon the recent work on learning generative shape models. A range of techniques have been proposed using the volumetric representations [47], point cloud auto-encoders [4, 2], generative models based on meshes and implicit functions [45, 22, 30, 28, 14], and part structures [29, 32, 20, 48], among many others.

Although generative models, and in particular auto-encoders, have shown impressive performance, the structure of the latent space is typically difficult to control or analyze directly. To address this problem, some methods proposed a disentanglement of the latent space [48, 4] to split it in more semantic regions. Perhaps most closely related to ours in this domain, is the work in [4], where the shape spectrum is used to promote disentanglement of the latent space into intrinsic and extrinsic components, that can be controlled separately. Nevertheless, the resulting network does not allow to synthesize shapes from their spectra.

Extending the studies of these approaches, our work provides the first way to connect the learned latent space to the spectral one, thus inheriting the benefits and providing the versatility of moving across the two representations. This allows our network to synthesize shapes from their spectra, and also to relate shapes with very different input structure (e.g., meshes and point clouds) across a vastness of sampling densities, enabling several novel applications.

3. Background

We model shapes as connected 2-dimensional Riemannian manifolds $\mathcal{X}$ embedded in $\mathbb{R}^3$, possibly with boundary $\partial \mathcal{X}$, equipped with the standard metric. On each shape $\mathcal{X}$ we consider its positive semi-definite Laplace-Beltrami operator $\Delta_{\mathcal{X}}$, generalizing the classical notion of Laplacian from the Euclidean setting to curved surfaces.

**Laplacian spectrum.** $\Delta_{\mathcal{X}}$ admits an eigendecomposition

\[
\Delta_{\mathcal{X}} \phi_i(x) = \lambda_i \phi_i(x) \quad x \in \text{int}(\mathcal{X}) \tag{1}
\]

\[
\langle \nabla \phi_i(x), \hat{n}(x) \rangle = 0 \quad x \in \partial \mathcal{X} \tag{2}
\]

![Figure 3. Reconstruction examples of our shape-from-spectrum pipeline. We show the results obtained with two different inputs: the eigenvalues of the Laplacian discretized with linear FEM, and those of the cubic FEM discretization. The heatmap encodes point-wise reconstruction error, growing from white to dark red.](Image)

In the special case where $\mathcal{X}$ is an interval in $\mathbb{R}$, the eigenvalues $\lambda_i$ correspond to the (squares of) oscillation frequencies of Fourier basis functions $\phi_i$. This provides us with a connection to classical Fourier analysis, and with a natural notion of hierarchy induced by the ordering of the eigenvalues. In the light of this analogy, in practice, one is usually interested in a limited bandwidth consisting of the first $k > 1$ eigenvalues; typical values in geometry processing applications range from $k = 30$ to 100.

Furthermore, the spectrum is isometry-invariant, i.e., it does not change with deformations of the shape that preserve geodesic distances (e.g., changes in pose).

**Discretization.** In the discrete setting, we represent shapes as triangle meshes $\mathcal{X} = (V,T)$ with $n$ vertices $V$ and $m$ triangular faces $T$; depending on the application, we will also consider unorganized point clouds. Vertex coordinates in both cases are represented by a matrix $\mathbf{X} \in \mathbb{R}^{n \times 3}$.

The Laplace-Beltrami operator $\Delta_{\mathcal{X}}$ is discretized as a $n \times n$ matrix via the finite element method (FEM) [16]. In the simplest setting (i.e., linear finite elements), this discretization corresponds to the cotangent Laplacian [36]; however, in this paper we use cubic FEM (see e.g. [40, Sec. 4.1] for a clear treatment), since it yields a more accurate discretization as shown in Fig. 3. Differently from [19, 38], this comes at virtually no additional cost for our pipeline, as we show in the sequel. On point clouds, $\Delta_{\mathcal{X}}$ can be discretized using the approach described in [17, 10].

4. Method

Our main contribution is a deep learning model for recovering shapes from Laplacian eigenvalues. Our model

\footnote{Similarly to [19] we use homogeneous Neumann boundary conditions; see Eq. (2), where $\hat{n}(x)$ denotes the outward normal to the boundary.}
Motivation. Our rationale lies in the observation that shape semantics can be learned from the data, rather than by relying upon the definition of ad-hoc regularizers [19], often resulting in unrealistic reconstructions. For example, a sheet of paper can be isometrically crumpled or folded into a plane (see inset figure). Since both embeddings have the same eigenvalues, the desirable reconstruction must be imposed as a prior. By taking a data-driven approach, we make our method aware of the “space of realistic shapes”, yielding both a dramatic improvement in accuracy and efficiency, and enabling new interactive applications.

Latent space connections. Our key idea is to construct an auto-encoder (AE) neural network architecture, augmented by explicitly modeling the connections between the latent space of the AE and the Laplacian spectrum of the input shape; see Fig. 4 for an illustration of our learning model.

Loosely speaking, our approach can be seen as implementing a coupling between two latent spaces: a learned one that operates on the shape embedding $X$, and the one provided by the eigenvalues $\text{Spec}(X)$. In the former case, the encoder $E$ is trainable, whereas the mapping $X \rightarrow \text{Spec}(X)$ is provided via the eigen-decomposition and fixed a priori. Finally, we introduce the two coupling mappings $\pi, \rho$, trained with a bidirectional loss, to both enable communication across the latent spaces and to tune the learned space by endowing it with structure contained in $\text{Spec}(X)$.

We phrase our overall training loss as follows:

$$\ell = \ell_X + \alpha \ell_\lambda,$$

with

$$\ell_X = \frac{1}{n} \|D(E(X)) - X\|_F^2,$$

$$\ell_\lambda = \frac{1}{k} (\|\pi(\lambda) - E(X)\|_2^2 + \|\rho(E(X)) - \lambda\|_2^2)$$

where $\lambda$ is a vector containing the first $k$ eigenvalues in $\text{Spec}(X)$, $X$ is the matrix of point coordinates, $E$ is the encoder, $D$ is the decoder (Fig. 4), $\| \cdot \|_F$ denotes the Frobenius norm, and $\alpha = 10^{-4}$ controls the relative strengths of the reconstruction loss $\ell_X$ and the spectral term $\ell_\lambda$. The blocks $D, E, \pi,$ and $\rho$ are learnable and parametrized by a neural network (see the supplementary material for implementation details). Eq. (6) enforces $\rho \approx \pi^{-1}$; in other words, $\pi$ and $\rho$ form a translation block between the latent vector and the spectral encoding of the shape.

At test time, we recover a shape from the spectrum $\text{Spec}$ simply via the composition $D(\pi(\text{Spec}))$ (Section 5). For additional applications we refer to Section 6.

Shape representation. We consider two different settings: triangle meshes in point-to-point correspondence at training time (typical in graphics and geometry processing), and unorganized point clouds without a consistent vertex labeling (typical in 3D computer vision).

Autoencoder architecture. Our model can be built with potentially any autoencoder. In our applications we chose relatively simple ones to deal with meshes and unorganized...
point clouds, although more powerful generative methods would be equally possible. The latent space dimension is fixed to 30 (the same as \( k \)). We refer to the supplementary material for details about the architecture, both in the case of meshes and point clouds.

**Remark.** Our architecture takes \( \text{Spec}(\mathcal{X}) \) as an input, i.e., the eigenvalues are not computed at training time. By learning an invertible mapping to the latent space, we avoid expensive backpropagation steps through the spectral decomposition of the Laplacian \( \Delta_X \). In this sense, the mapping \( \rho \) acts as an efficient proxy to differentiable eigendecomposition, which we exploit in several applications below.

Since eigenvalue computation is only incurred as an offline cost, it can be performed with arbitrary accuracy (we use cubic FEM, see Fig. 3) without sacrificing efficiency.

### 5. Results

In this section we report the results on our core application of shape from spectrum recovery.

To evaluate our method, we trained our model on 1,853 3D shapes from the COMA dataset [39] of human faces; 100 shapes of an unseen subject are used for the test set. We repeated this test at four different mesh resolutions: \( \sim 4K \) (full resolution), 1K, 500 and 200 vertices respectively. For each resolution, we independently compute the Laplacian spectrum and use these spectra to recover the shape.

**Comparison.** We compared our method in terms of reconstruction accuracy to the state-of-the-art isospectralization method of Cosmo et al. [19], as well as to a nearest-neighbors baseline, consisting in picking the shape of the training set with the closest spectrum to the target one. In addition, we trained two separate architectures (with and without the \( \rho \) block) and compared them. The test without this network component is an ablation study we carry out to validate the importance of the invertible module connecting the spectral encoding to the learned latent codes.

The quantitative results are reported in Table 1 as the mean squared error between the reconstructed shape and the ground-truth. Figures 2 and 5 further show qualitative comparisons with the different baselines involving different shape representations. In Fig. 5, for the sake of illustration, similarly to [19, 38], we also include 2D contours, discretized as regular cycle graphs.

As the results suggest, the \( \rho \) block both contributes to reduce the reconstruction error, and to enable novel applications (see in Sec. 6). Note that our method achieves a significant improvement over nearest neighbors in terms of accuracy, and an order of magnitude improvement over isospectralization. Also, the latter approach consists in an expensive optimization which requires hours to run, while our method is instantaneous at test time.

**Spectral bandwidth** has a direct effect on reconstruction accuracy, since increasing this number brings more high-frequency detail into the representation. Following [19, 38, 42], in all our experiments we use \( k = 30 \). In the supplementary material we report results for different \( k \).
we show a related experiment. Here we suggest that eigenvalues can be
search in the latent space, phrased as:

\[
\rho(v) = \mu(X_{\text{pose}}) - E(X_{\text{style}})
\]

where \(X\) is the shape, \(\mu\) the eigenvalues, \(E\) the cost function, \(\rho\) the style transformation, \(v\) the latent space vector, \(\pi\) the mapping to the latent space, and \(w\) the weight.

6. Additional applications

Our general model enables several additional applications, by exploiting the connection between spectral properties and shape generation. Due to the limited space, we collect in the supplementary materials the details of the training and test sets and the parameters used in our experiments.

6.1. Style transfer

As shown in Fig. 1, we can use our trained network to transfer the style of a shape \(X_{\text{style}}\) to another shape \(X_{\text{pose}}\) having both a different style and pose. This is done by a search in the latent space, phrased as:

\[
\min_v \|\text{Spec}(X_{\text{style}}) - \rho(v)\|_2^2 + w\|v - E(X_{\text{pose}})\|_2^2 \tag{7}
\]

Here, the first term seeks a latent vector whose associated spectrum aligns with the eigenvalues of \(X_{\text{style}}\); in other words, we regard style as an intrinsic property of the shape, and exploit the fact that the Laplacian spectrum is invariant to pose deformations. The second term keeps the latent vector close to that of the input pose (we initialize with \(v_{\text{init}} = E(X_{\text{pose}})\)). We solve the optimization problem by back-propagating the gradient of the cost function of Eq. (7) with respect to \(v\) through \(\rho\). The sought shape is then given by a forward pass on the resulting minimizer. In Fig. 6, we show four examples (others can be found in the supplementary material). We emphasize here that the style is purely encoded in the input eigenvalues, therefore it does not rely on the test shapes being in point-to-point correspondence with the training set. This leads to the following:

**Property 1** Our method can be used in a correspondence-free scenario. By taking eigenvalues as input, it enables applications that traditionally require a correspondence, but side-steps this requirement.

This observation was also mentioned in other spectrum-based approaches [19, 38]. However, the data-driven nature of our method makes it more robust, efficient and accurate, therefore greatly improving its practical utility.

6.2. Shape exploration

The results of Sec. 6.1 suggest that eigenvalues can be used to drive the exploration of the AE’s latent space toward a desired direction. Another possibility is to regard the eigenvalues themselves as a parametric model for isometry classes, and explore the “space of spectra” as is typically done with latent spaces. Our bi-directional coupling between spectra and latent codes makes this exploration feasible, as remarked by the following property:

**Property 2** Latent space connections provide both a means for controlling the latent space, and vice-versa, enable exploration of the space of Laplacian spectra.

Since eigenvalues change continuously with the manifold metric [5], a small variation in the spectrum will give rise to a small change in the geometry. We can visualize such variations in shape directly, by first deforming a given spectrum (e.g., by a simple linear interpolation between two spectra) to obtain the new eigenvalue sequence \(\mu\), and then directly computing \(D(\pi(\mu))\).

In Fig. 7 we show a related experiment. Here we train the network on 4,430 animal meshes generated with
we show a comparison with nearest-neighbors discretization, as we do in all our tests, since it more closely approximates the continuous setting and is thus much less affected by the surface discretization.

Remark. It is worth mentioning that existing methods can employ cubic FEM as well; however, this soon becomes prohibitively expensive due to the differentiation of spectral decomposition required by their optimizations [19, 38].

These properties allow us to use our network for the task of mesh super-resolution. Given a low-resolution mesh as input, our aim is to recover a higher resolution counterpart of it. Furthermore, while the input mesh has arbitrary resolution and is unknown to the network (and a correspondence with the training models is not given), an additional desideratum is for the new shape to be in dense point-to-point correspondence with models from the training set. We do so in a single shot, by predicting the decoded shape as:

$$\mathcal{X}_{\text{ hires}} = D(\pi(\text{Spec}(\mathcal{X}_{\text{ lowres}}))).$$

(8)

This simple approach exploits the resolution-independent geometric information encoded in the spectrum along with the power of a data-driven generative model.

In Fig. 9 we show a comparison with nearest-neighbors between eigenvalues (among shapes in the training set), and the isospectralization method of Cosmo et al. [19]. Our solution closely reproduces the high-resolution target. Isospectralization correctly aligns the eigenvalues, but it recovers unrealistic shapes due to ineffective regularization. This phenomenon highlights the following

Property 4 Our data-driven approach replaces ad-hoc regularizers, that are difficult to model axiomatically, with realistic priors learned from examples.

This is especially important for deformable objects; shapes falling into the same isometry class are often hard to disambiguate without using geometric priors.

6.4. Estimating point cloud spectra

As an additional experiment, we show how our network can directly predict Laplacian eigenvalues for unorganized point clouds. This task is particularly challenging due to the lack of a structure in the point set, and existing approaches such as [17, 6] often fail at approximating the eigenvalues of the underlying surface accurately. The difficulty is even more pronounced when the point sets are irregularly sampled, as we empirically show here. In our case, estimation of the spectrum boils down to the single forward pass:

$$\hat{\text{Spec}}(\mathcal{X}) = \rho(E(\mathcal{X})).$$

(9)

To address this task we train our network by feeding unorganized point clouds as input, together with the spectra computed from the corresponding meshes (which are available at training time). As described in the supplementary materials, for this setting we use a PointNet [37] encoder.

the SMAL parametric model following the official protocol [50]. Given four low-resolution shapes \(\mathcal{X}_i\) as input, we first compute their spectra \(\text{Spec}(\mathcal{X}_i)\), map these to the latent space via \(\pi(\text{Spec}(\mathcal{X}_i))\), perform a bilinear interpolation of the resulting latent vectors, and finally reconstruct the corresponding shapes. Finally, in Fig. 8 we show an example of interactive spectrum-driven shape exploration. Given a shape and its Laplacian eigenvalues as input, we navigate the space of shapes by directly modifying different frequency bands with the aid of a simple user interface. The modified spectra are then decoded by our network in real time. The interactive nature of this application is enabled by the efficiency of our shape from spectrum recovery (obtained in a single forward pass) and would not be possible with previous methods [19] that rely on costly test-time optimization. We refer to the accompanying video and the supplementary materials for additional illustrations.

6.3. Super-resolution

A key feature that emerges from the experiment in Fig. 7 is the perfect reconstruction of the low-resolution shapes once their eigenvalues are mapped to the latent space via \(\pi\). This brings us to a fundamental property of our approach:

Property 3 Since eigenvalues are largely insensitive to mesh resolution and sampling, so is our trained network.

This fact is especially evident when using cubic FEM discretization, as we do in all our tests, since it more closely approximates the continuous setting and is thus much less affected by the surface discretization.

Figure 9. Mesh super-resolution for inputs at decreasing resolution (top row, left to right). Our method fits closely the original input shapes (top left), while other approaches either predict the wrong pose (NN baseline) or generate an unrealistic shape (Cosmo et al.).
and a fully connected decoder, and we replace the reconstruction loss of Eq. (5) with the Chamfer distance. This application highlights the generality of our model, which can accommodate different representations of geometric data.

We consider two types of point clouds: (1) with similar point density and regularity as in the training set (shown in the supplementary materials), and (2) with randomized non-uniform sampling. We compare the spectrum estimated via $\rho(E(\mathcal{X}))$ to axiomatic methods [17, 6], and to the NN baseline (applied in the latent space); see Fig. 10. The qualitative results are obtained by training on SMAL [50] (left), COMA [39] (middle) and ShapeNet watertight [23] (right). To highlight its generalization capability, the network trained on COMA is tested on point clouds from the FLAME dataset, while on ShapeNet we consider 4 different classes (airplanes, boats, screens and chairs). We compute the cumulative error curves of the distance between the eigenvalues from the meshes corresponding to the test point clouds. The mean error across all test sets is also reported in the legend. Our method leads to a significant improvement over the closest state-of-the-art baseline [6].

6.5. Matching from spectrum

Finally, we compute dense correspondences between shape pairs using only their spectra. These are fed into our network; since the output points are naturally ordered by the decoder, we exploit this to establish a sparse correspondence. In the case of meshes, we extend it to a dense one by using the functional maps framework [33]. In the case of point clouds, we can propagate a semantic segmentation using nearest neighbors. We perform a quantitative evaluation on SMAL [50], testing on 100 non-isometric pairs of animals from different classes. Two applications that benefit from our approach are texture and segmentation transfer; we tested them respectively on animals and segmented ShapeNet [49]. The comparison baseline consists of 100 iterations of ICP [7] to rigidly align the two shapes followed by nearest-neighbor assignment as correspondence. See Fig. 11 and the supplementary for further details.

7. Conclusions

We introduced the first data-driven method for shape generation from Laplacian spectra. Our approach consists in enriching a standard AE with a pair of cycle-consistent maps, associating ordered sequences of eigenvalues to latent codes and vice-versa. This explicit coupling brings forth key advantages of spectral methods to generative models, enabling novel applications and a significant improvement over existing approaches. Our limitations are shared with other spectral methods in the computation of a robust Laplacian discretization. Adopting the recent approach [44] for such borderline cases is a promising possibility. Further, while the Laplacian is a classical choice due to its Fourier-like properties, spectra of other operators with different properties may lead to other promising applications.
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Figure 10. Qualitative and quantitative evaluation of point cloud spectra estimation. On the left we show the qualitative comparison for different samplings on three classes (animals, human faces and objects). We show the eigenvalues estimations alongside the input point cloud (depicted as surface samplings), and the ground truth spectrum (in red). On the last two columns, we report the average cumulative error curves evaluated on the FLAME dataset for the two different distributions (F1 and F2) and on ShapeNet (S).

Figure 11. On the left, quantitative evaluation of matching [27] between 100 pairs of animals. On the right, the qualitative comparison on texture and segmentation transfer.

<table>
<thead>
<tr>
<th>Source</th>
<th>ICP</th>
<th>Ours</th>
<th>GT</th>
<th>Ours: 0.06</th>
<th>ICP: 0.093</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>75, 18%</td>
<td>86, 88%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>F1</th>
<th>F2</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>2.14</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>6.81</td>
<td>3.07</td>
</tr>
<tr>
<td>Ours</td>
<td>0.66</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>2.14</td>
<td></td>
</tr>
</tbody>
</table>

*E* and *F* denote the cumulative error curves evaluated on the FLAME dataset for the two different distributions (F1 and F2) and on ShapeNet (S).
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