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Abstract

Object instance recognition approaches based on the bag-of-words model are severely affected by the loss of spatial consistency during retrieval. As a result, costly RANSAC verification is needed to ensure geometric consistency between the query and the retrieved images. A common alternative is to inject geometric information directly into the retrieval procedure, by endowing the visual words with additional information. Most of the existing approaches in this category can efficiently handle only restricted classes of geometric transformations, including scale and translation. In this paper, we propose a simple and efficient scheme that can cover the more complex class of full affine transformations. We demonstrate the usefulness of our approach in the case of planar object instance recognition, such as recognition of books, logos, traffic signs, etc.

1 Introduction

Object instance recognition – an effortless task for the human brain [1]– continues to challenge the computer vision community. Given a number of objects with (training) images taken from different viewpoints for each object, the goal is to automatically identify these known objects in new (test) images, without having any prior information on their location, scale, or pose. Numerous research works have tackled this problem over the decades, using geometric invariants [2, 3], geometric hashing [4], or various versions of the bag-of-words (BoW) model [5, 6, 7], to name just a few. In this paper we show how the scalability of the latter category of approaches can be combined with the accuracy gained from informative geometric invariants, in the case of full affine transformations (see Fig. 1).

Methods based on geometric invariants and geometric hashing are powerful spatially-sensitive tools for instance recognition [8, 9]. However, they do not naturally support image indexing schemes for fast retrieval from large datasets, being suitable mostly for one-to-one matching. The BoW model on the other hand, provides a simple and efficient alternative, capable of fast retrieval from large collections. In the original and most basic form of this framework [5, 10], each image is represented as an unordered collection of feature points, which are summarised via a histogram of local descriptors in a predefined [6] or adaptively selected [13] set of regions, or by capturing word co-occurrences into visual phrases, which correspond to higher-level visual information, either at the level of an entire image [14], or on local neighbourhoods [15, 16]. By attaching additional geometric information to the visual words, schemes that deal with similarity transformations (translation, scale) in the image space have been designed [17, 18]; addressing more complex transformations (e.g. affine) using similar approaches becomes quickly infeasible due to high storage requirements or computational time. To avoid these difficulties, some authors addressed the affine case by reasoning in the feature space: Bronstein and Bronstein [19], whilst Mikulik et al. [7] propose to learn an affine dictionary.

Unfortunately, for the majority of these approaches, the amount of additional spatial information gained is not properly understood, due to the way this information is aggregated in each image [14, 16]. The main contribution of our paper is to propose a simple scheme for obtaining a fully informative representation, by exploiting local descriptors together with precise affine invariants that carry complete information necessary for estimating an affine map between candidate image pairs. Remarkably, although 3 feature pairs are necessary to define a unique affine transformation, we show how a quadratic data structure can be used without any loss of information within the BoW model.

Our recognition scheme targets piecewise planar 3D objects, for which the camera projection transformation can be approximated locally by a general affine transformation. We build affine invariant visual phrases (AVP) that are able to capture both appearance and geometric information, by combining the
visual words with geometric invariants in a single, consistent framework. By storing the AVPs in an adapted inverted file, the AVPs that co-occur in the test image and the training images can be efficiently identified at query time, and training images with a sufficient number of such co-occurrences are reported as matching instances.

2 Affine Invariants of Quadruples of Points

Consider the problem of matching two sets of coplanar points $P$ and $Q$ that are related by an affine transformation and have full or partial overlap, containing possibly noisy measurements and outliers. Classic RANSAC schemes sample at random a number of minimal sets of point correspondences – three in the affine case – to define transformation candidates, and keep as valid transformation the one that maximises the number of inliers. The overall complexity is $O(|Q|^3 \log |Q|)$, where $|\cdot|$ is the cardinality of the point set [20].

The procedure proposed in [21], that we denote AffineQuadruples, reduces the complexity by using affine invariants. It samples (non-minimal) quadruple sets of points from $P$ and extracts affine invariants from them to efficiently identify the possible matching quadruples from $Q$. Only the transformations computed from such matching quadruples are promising candidates for the true transformation and worth full verification.

A quadruple is defined as a set of four coplanar points $(a, b, c, d)$, that can be connected by two intersecting line segments (Fig. 2 left). Denote by $e$ the intersection point. The two ratios defined by the four points and the intersecting point $e$, $r_1 = \frac{|a-e|}{|a-b|}$ and $r_2 = \frac{|c-e|}{|c-d|}$, are invariant under affine transformations. Moreover, to check if two quadruples are related by an affine transformation, it is sufficient to check if they have equal ratios. Given a couple $(r_1, r_2)$ extracted from a quadruple $(a, b, c, d)$ in $P$, whose intersection point is $e$ (Fig. 2 left), enumerating all the possible affine transformations between this quadruple and a set $Q$ containing $|Q|$ points can be done by considering only pairs in $Q$ in $O(|Q|^2 \log |Q|)$ time, and not in $O(|Q|^4)$ time as expected. Specifically, one draws on each segment joining pairs of points $(q_1, q_2)$ in $Q$, every possible intersection point that could correspond to $e$ (Fig. 2 right), using the relations:

$$e_1 = q_1 + r_1(q_2 - q_1)$$
$$e_2 = q_1 + r_2(q_2 - q_1).$$

Each ratio generates two potential corresponding intersection points as the points are not ordered, i.e. $(q_1, q_2)$ can correspond to $(a, b)$ or to $(b, a)$. Two quadruples match under an affine model iff one of the intersection points generated by $r_1$ coincides with one of the intersection points generated by $r_2$ (Fig. 2 right). By identifying coincident intersection points, the complexity of the affine matching of a pair of point sets can be reduced to $O(|Q|^2 \log |Q|)$ time [21].

3 Scalable Affine Invariant Retrieval

The strength of AffineQuadruples comes from the fact that given a couple of invariants $(r_1, r_2)$ in $P$, one can efficiently enumerate all possible matches in $Q$ by considering only pairs of points. In the more complex scenario of object instance retrieval, one point set (the test image) needs to be matched against an entire collection (the training set). Hence, we need a way to readily access good candidates for $(r_1, r_2)$. Naive approaches like testing exhaustively all $(r_1, r_2)$ that appear in the training set, or indexing using all $(r_1, r_2)$ that appear in the test image, are not suitable since they lead to $O(|Q|^4)$ online complexity either in the number of feature points in the test image or in feature points across all training images, and have low discriminative power. Our scheme combines the strengths of the BoW model and AffineQuadruples to counteract these issues: we use the labels provided by the vocabulary of visual words to distinguish points and thus pairs of points, which enables accessing good candidates for $(r_1, r_2)$, allowing us to match quadruples, which in turn vote for the right image.

3.1 Affine Invariant Visual Phrases (AVPs)

Given a dictionary of $N$ visual words $w_{i, i \in \{1,...,N\}}$, we define an affine invariant visual phrase (AVP) as an augmented quadruple, represented as a 6D point $(w_{1}, w_{2}, w_{3}, w_{4}, r_{1}, r_{2})$: the first four dimensions are the dictionary labels of the four keypoints composing the quadruple, while the last two represent the affine invariant ratios of the quadruple. Each AVP is built so that $r_1$ and $r_2$ are associated to the ordered pairs $(w_1, w_2)$ and $(w_3, w_4)$ respectively, with $w_1 < w_2$ and $w_3 < w_4$. Differently from AffineQuadruples, in our problem the points are endowed with local descriptor labels, which allows to assign a canonical order. Note that we discard pairs whose keypoints have the same label, e.g. $(w_1, w_1)$, and AVPs in which the two pairs have the same label, e.g. $(w_1, w_2, w_1, w_2)$, since in these cases, the AVPs cannot be uniquely matched.

3.2 Inverted File for AVPs

Given the set of quantised local descriptors and their locations in each training image, we extract AVPs and store them in an adapted inverted file for retrieval. The feature labels and the ratio of each pair composing the AVPs are stored separately in the inverted file, whose structure is illustrated in Figure 3. Specifically, the...
inverted file is represented as a list \( L \) of posting lists. \( L \) contains \( N(N-1) \) entries, one for each possible ordered pair of feature labels \((w_i, w_j)\), \(1 \leq i < j \leq N\). The posting list associated to each pair \((w_i, w_j)\) represents a list of cells which store the labels of the training images in which the pair \((w_i, w_j)\) appeared, together with the ratio associated to this pair in each AVP that contains the pair. An additional field \( \text{colour} \) is stored in each cell, uniquely identifying the AVP, so that at query time, we can identify the two cells generated in each cell, \((w_i, w_j)\), \((w_j, w_i)\), \((w_i, w_k)\), \((w_j, w_k)\), and \((w_k, w_i)\), \((w_k, w_j)\) that contain the pair. An additional field \( \text{colour} \) with the ratio associated to this pair in each AVP that contains the pair \((w_i, w_j)\) appeared, together with the ratio associated to this pair in each AVP that contains the pair.

To ensure that the size of the inverted file stays within reasonable limits for increasing number of training images, the AVP extraction is not done exhaustively, i.e. we do not consider all possible quadruples from the training images. Instead, for each keypoint \( f_i \), we keep its \( k \) nearest keypoints, and build all possible AVPs that contain \( f_i \) from these \( k + 1 \) points. This is a reasonable choice considering that we deal with 3D objects for which we can hope to have affine invariance only on local (nearly) planar regions of the object. Restricting the AVP extraction to local neighbourhoods does not limit the ability to cope with scale changes, provided the features are stable across scale.

3.3 Voting with AVPs

Given the inverted file described above and the labels of the keypoints detected in the test image, for each pair of keypoints with labels \((w_i, w_j)\) in the test image, we retrieve from the inverted file the posting list associated to the pair. For each cell in the retrieved posting list, we compute the coordinates of the corresponding intersection point \( \mathbf{p} \) on the segment joining the pair \((w_i, w_j)\) using one of the equations (1) with the ratio \( r \) stored in that cell. The colour of the cell is used as an additional coordinate of the intersection point. In this way, the feature point pairs in the test image that match the same training AVPs will generate intersection points at the same locations in the 3D space (image coordinates, colour). The intersection points are drawn efficiently in \( O(n_t^2) \) time, where \( n_t \) is the number of keypoints in the test image. The pairs of intersection points having the same colour and located at the same position are identified using a k-d tree and votes are cast for the respective training image. The training images that accumulate high number of votes are kept as matches. To further reduce the execution time, we can restrict the search for pairs to the \( k \) nearest neighbours for each keypoint, as done during training for AVP extraction. The key difference with respect to the AffineQuadruples setup is that the points, and implicitly the pairs, can be distinguished and ordered due to their dictionary labels. These two qualities reduce unnecessary intersection points, as only the ratios associated to pairs that contain the same labels in the training images are considered. Moreover, since the points in each pair can be ordered by their dictionary label, we need to draw only one intersection point for each ratio, and not two as for AffineQuadruples. Semantic-wise, having distinctive and ordinal points makes AVPs strong similarity cues that encode both appearance and geometric information.

3.4 AVPs with Uncertainty

Since the keypoint detection is affected by noise, we need to tolerate a certain error \( \varepsilon \) when identifying the intersection points generated by the pairs of a matching AVP. The couple of affine invariant ratios used in our scheme is derived from the affine invariant of three collinear points such that \( r = \|a-b\|/\|c-a\| \) where \((a,b,c)\) are collinear points. Assuming that the errors produced in keypoint measurements have a standard deviation of \( \sigma_a = \sigma_b = \sigma_c \), the standard deviation of the considered invariant can be approximated by [2]:

\[
\sigma_r \approx (\frac{\varepsilon}{\sigma_a})^2 \sigma_a^2 + (\frac{\varepsilon}{\sigma_b})^2 \sigma_b^2 + (\frac{\varepsilon}{\sigma_c})^2 \sigma_c^2
\]

Scanning the intersection points in the range corresponding to the error \( \varepsilon = 2.5\sigma_r \) from the observed \( r \) ensures that there is a low probability, approximately 0.01, that a correct corresponding intersection point is missed. The probability of randomly matching affine invariants was analysed in [22]. In our case, due to the fact that the points, and implicitly the pairs, can be distinguished through their dictionary labels, the number of AVPs that are falsely matched decreases for increasing size of the dictionary, as illustrated in Figure 4 left. This result was obtained by running queries with images that do not contain any of the training objects, and by counting the number of (falsely) matched AVPs, while varying the size of the dictionary. As expected, the number of false AVP matches is larger for smaller dictionary sizes, since the keypoint distinctiveness is diminished. Although the risk of having accidental AVP matchings is low, this issue could be further alleviated in future works given that our representation is complete: by storing in the inverted file the positions of the local features in the training images, it is possible to compute the affine transformation associated with each AVP match, and cast a vote in the space defined by (training image, transformation) couples.

4 Experiments

We ran recognition tests on a subset of the dataset proposed in [23], which contains numerous planar objects (CDs, paintings, books), with 4 images per object; see example in Fig. 1. We use Hessian-affine keypoints and descriptors to build AVPs [24]. The visual dictionary contains \( N = 5000 \) words, and it was trained using the k-means clustering algorithm available in OpenCV [25]. We extract AVPs using \( k = 30 \) nearest neighbours for each keypoint. As a baseline,
In this paper, we consider the method proposed in [19] that we denote by SS-BoW (Spatially Sensitive BoW), which is directly related to our method, addressing the class of affine transformations using visual phrases formed by pairs of keypoints.

The tests consider one of the four images as test image, and the other three as training images, for increasing number of objects in the dataset. The two methods are compared in terms of mean average precision (mAP), with average precision (AP) defined as

$$AP = \frac{1}{R} \sum_{k} P(k),$$

where $R$ is the number of relevant images in the dataset, and $P(k)$ is the precision at $k$, i.e., the percentage of relevant images in the top $k$ retrieved images. For this dataset, $R = 3$ and $k \in \{1, 2, 3\}$. $mAP$ is the mean AP over all queries. The results are shown in Fig. 4 right. The proposed method clearly outperforms the baseline, especially for increasing number of training objects, where SS-BoW reports a high number of false matches. This result illustrates the AVP’s high discriminant power. The errors reported by our method are caused mainly by the lack of repeatability of the visual words, since the images exhibit significant changes in viewpoint and blur.

5 Conclusion

In this paper, we consider the problem of object instance recognition using the bag-of-words model, and we focus on injecting informative geometric constraints during the initial retrieval. The majority of existing related works are able to efficiently handle only a limited class of similarity transformations. We show that it is possible to cover the more general class of affine transformations using a robust algorithmic scheme with quadratic complexity. The proposed method relies on efficiently storing and matching affine invariant visual phrases which encode invariant appearance and affine geometric information.
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