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In this supplementary material, we start by proving
Proposition 1 in the main submission in Sec 1. We then
show data variability in our experiments in Sec 2. Sec 3
clarifies the annotation preparation regarding DT4D-H. Fi-
nally, in Sec 4, more experimental results and implementa-
tion details are provided.

1. Proof of Proposition 1
Recall that deep functional maps are trained on S with

respect to all possible pairs. Then the global energy is given
by Etotal(C) = Edesc(C) + Ereg(C) =

∑
i,j ∥CijAi −

Aj∥2 +
∑

i,j Ereg(Cij), where C = {Cij}i,j∈[1..n] is the
set of functional maps among training shapes. We restate
Proposition 1 in the main submission as follows:

Proposition 1 If Etotal(C) = 0, then for any shape Si, and
any path (i, i1, i2, · · · , ik, i), the map composition Cii is
cycle consistent within the functional space spanned by the
columns of Ai, i.e., CiiAi = Ai.

Proof 1 It is obvious that Etotal(C) = 0 implies
Edesc(C) = 0. In the following, we show the case of the
path of length 3 – (i, j, k, i). The general case follows eas-
ily. Setting Cii = CkiCjkCij , we get:

CiiAi = CkiCjkCijAi = CkiCjkAj = CkiAk = Ai.
(1)

The equities in Eqn. (1) follow from the fact ∥CijAi −
Aj∥ = 0,∀i, j, since Edesc(C) = 0.

2. Data Variability
In the main submission, we highlight our generalization

performance. To give a hint of the distinctiveness among the
involved datasets, we visualize a subset of each of them in
Fig. 1. The first four rows show shapes from the humanoid
datasets. FAUST r (a) consists of 10 different people with
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10 fixed poses. SCAPE r (b) shows more significant pose
variability but is of the same character. It is worth noting
that, SHREC19 r (c) manifests larger variability in both
styles and poses when compared to the above two. Further-
more, DT4D-H (d) is a new challenging dataset consisting
of distinctive humanoid categories, in which the inter-class
maps are highly non-isometric, especially when compared
to the aforementioned datasets.

There are 8 species of animals in SMAL r. Follow-
ing [12], we use 5 of them during training and the rest for
testing. As shown in Fig. 1 (e) and (f), we observe obvi-
ous differences between them, rendering the difficulty of
the task. In addition, the 31 animal shapes from TOSCA r
(g) fall into 4 categories and also demonstrate noticeable
differences from the training set of SMAL r.

3. Label Preparation in DT4D-H
Note that the inter-class correspondence annotations

from DT4D-H are only available between category crypto
and the other 7 categories. In order to train and test on this
benchmark in a category-agnostic manner, we compute an
inter map between two shapes, S1, S2, from two categories
other than crypto, with the following composition:

T12 = Tc2 ◦ T1c,

where Tc2, Tc1 are the annotated inter-class maps regarding
the center category, crypto. Note again, we exclude cate-
gories mousey and ortiz in the experimental setting reported
in the main submission, simply due to their lack of inter-
class correspondence annotation with respect to the center
category.

However, empirically we observe that certain noise in
the original annotation is amplified through the above com-
position, leading to a small portion of erroneous labels. To
alleviate such discrepancy for better evaluation, we filter the
composed correspondences as follows: Given composed
maps T12, T21, we further compose them to obtain self maps
on S1 and S2, respectively. That is, T11 = T21 ◦ T12, T22 =



Figure 1. (a) part of the fixed poses from different individuals in
FAUST r; (b) part of the different poses in SCAPE r; (c) shapes
in SHREC19 r; (d) 8 categories of humanoid shapes in DT4D-
H; (e) 5 categories of animals used in training; (f) 3 categories of
animals used in test; (g) test animals from TOSCA r.

T12 ◦ T21. Then, we evaluate per-vertex Euclidean errors of
the self-maps with respect to the ground truth identity maps.
Finally, we filter out all the annotated correspondences in-
volving vertices such that ∥Tii(p) − p∥ > 0.1 (all shapes
are normalized to unit total area).

In Fig 2, we visualize the correspondences before and
after our post-processing. We remark that the ground-truth
annotations are not dense. That is, there exists a por-
tion of vertices on one shape corresponding to no vertex
on the other, which is indicated by the black color in the
transferred texture. As illustrated within the circles of the
zoom-in regions, our post-processing manages to remove
the wrongly mapped points (see the discontinuous purple
regions at the top). As a result, the removed region is now

Figure 2. We filter out the erroneous correspondences via consis-
tency prior. See the text for details.

Figure 3. We perform unsupervised fine-tune on two pairs of non-
isometric animals with weights initialized from models trained on
FAUST r. Our results clearly outperform the competing methods.

in no correspondence (see the black region at the bottom).
On average, about 1% of the points in the original annota-
tion are filtered out.

4. More Experimental Results and Details
In this section, we provide not only implementation de-

tails, but also more experimental results, both quantitatively
and qualitatively, to further clarify and support our claims
made in the main submission.

4.1. Single Pair Fine-tune

In this section, we perform a challenging fine-tuning task
to test our method and two state-of-the-art unsupervised
methods – AttentiveFMaps [12] and UDMSM [1].

We select two pairs of non-isometric animals from
TOSCA r. Then we use the weights trained on the human
dataset FAUST r from our experiments as initialization and
perform fine-tuning on the selected animal pairs. All meth-
ods are optimized for 100 epochs over the given pair. The
qualitative comparisons are shown in Fig. 3. Note that our
method is the only one that leads to good maps, by which
the grid texture (e.g., on the torsos) is well-preserved.

4.2. Additional Baselines on Near-isometric
Datasets

Due to the space limit, we only present the more re-
cent and stronger baselines in Tab.1 in the main submis-



Table 1. Mean geodesic errors (×100) on FAUST r, SCAPE r, and SHREC19 r. The best and the second best are highlighted corre-
spondingly.

Train FAUST r SCAPE rMethod Test FAUST r SCAPE r SHREC19 r SCAPE r FAUST r SHREC19 r
ZM[15] 6.1 \ \ 7.5 \ \

BCICP[17] 6.4 \ \ 11.0 \ \
IsoMuSh[8] 4.4 \ \ 5.6 \ \

Smooth Shell[4] 2.5 \ \ 4.7 \ \
CZO[11] 2.2 \ \ 2.5 \ \

FMNet[14] 11.0 30.0 \ 17.0 33.0 \
3D-CODED[9] 2.5 31.0 \ 31.0 33.0 \

HSN[23] 3.3 25.4 \ 3.5 16.7 \
ACSCNN[13] 2.7 8.4 \ 3.2 6.0 \

TransMatch[22] 2.7 33.6 21.0 18.3 18.6 38.8
GeomFMaps[3] 2.6 3.3 9.9 3.0 3.0 12.2

AttentiveFMaps[12]

sup

1.4 2.2 9.4 1.7 1.8 12.2
SURFMNet[18] 6.0 16.5 \ 6.8 18.5 \

UnsupFMNet[10] 10.0 29.0 \ 16.0 22.0 \
WSupFMNet[19] 3.3 11.7 \ 7.3 6.2 \
NeuroMorph[5] 8.5 28.5 26.3 29.9 18.2 27.6

SyNoRiM[7] 7.9 21.7 25.5 9.5 24.6 26.8
Deep Shell[6] 1.7 5.4 27.4 2.5 2.7 23.4

AttentiveFMaps[12] 1.9 2.6 6.4 2.2 2.2 9.9
UDMSM[1] 1.5 7.3 21.5 2.0 8.6 30.7
DUO-FM[2] 2.5 4.2 6.4 2.7 2.8 8.4

Ours

unsup

2.3 2.6 3.8 2.4 2.5 4.5
Ours (80 dim) 1.7 2.6 5.5 2.2 2.0 5.8

Figure 4. We train models on FAUST r and test on SHREC19 r.

sion. In Table. 1, we provide more complete results on near-
isometric shape matching. Note that the newly introduced
baselines (highlighted in light gray) are in general weaker
than the baselines we report in the main submission, there-
fore their absence does not affect our experimental analysis.

In Fig. 4, we provide qualitative results to demonstrate
the generalization power of our method. Specifically, we
train models on FAUST r and infer a pair of shapes from
SHREC19 r. The qualitative results are consistent with the
quantitative results in Table 1.

4.3. Implementation Details on SMAL r

In this part, we clarify our experiments setting of
SMAL r (see Tab.2 in the main submission). We follow the
setting of [12], where the training and testing data contain 5
and 3 species, respectively. Also following [12], we use the
XYZ signal input augmented with random rotations around

Figure 5. We train models on SMAL r and test on TOSCA r.

the up (or Y) axis as the input signal to the network. The
same settings are applied to the baseline GeomFMaps [3].
For UDMSM [1] and DeepShell [6], we have implemented
the official codes by the regarding authors with both SHOT
[21] (the common default descriptors) and XYZ as input.
And in the end, we select the better output from the two. In
fact, both methods work better with SHOT as input.

In Fig. 5, we train models on SMAL r and test on
TOSCA r. The qualitative results suggest our better gen-
eralization performance, which agrees with the quantitative
results reported in Tab.2 in the main submission.

4.4. Implementation details on DT4D-H

We find in the official code of [12] that the authors train
and test inter maps with a fixed source category (crypto).
On the other hand, in the main submission, we advocate a
category-agnostic training scheme, which is more practical
as well as challenging (see Tab.3 in the main submission for
comparison). For the sake of completeness and fairness, we



Table 2. Mean geodesic errors (×100) on DT4D-H followed At-
tFmap. The best and the second best are highlighted correspond-
ingly.

DT4DMethod intra-class inter-class
GeomFMaps[3] 2.1 4.1

AttentiveFMaps[12] sup 1.8 4.6
DeepShell[6] 3.4 31.1

GeomFMaps[3] 3.3 22.6
AttentiveFMaps[12]

unsup
1.7 11.6

Ours 1.2 6.1

follow the exact experimental settings of AttentiveFMaps to
train our model and report the results in the same manner as
[12] in Table 2. We outperform [12] by a significant mar-
gin (6.1 vs. 11.6 for inter-class maps) in their setting. Re-
markably, as an unsupervised method, our inter-class score
is even comparable with the baselines with supervision (see
the top two rows).

4.5. Implementation Details on Plugin with
SURFMNet

We implement our two-branch variant of SURFMNet
with PyTorch [16]. The dimension of the Laplace-Beltrami
eigenbasis is set to 40. SHOT [21] descriptors are used as
the input signal of the network. The dimensions of the input
and the output descriptors are both set to 352. During train-
ing, the value of the learning rate is set to 1e-3 with ADAM
optimizer. In all experiments, we set the batch size to 1. We
initialize α to 1 and increase it by 1 per epoch. Note that
this learning scheme is different from the one we reported
in our main submission, where the backbone is Diffusion-
Net [20]. Here α is augmented slower as the backbone net-
work of SURFMNet [18] is weaker. We keep all the losses
used in SURFMNet [18], and just simply add our proposed
new branch, as shown in Fig. 2 in the main submission.
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