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MEKA: A Multi-label Extension to WEKA

MEKA is a framework which adapts and wraps WEKA classifiers
and methods to the problem of multi-label classification.

Started at the Univ. of Waikato ca. 2008 from PhD research
Peter Reutemann turned it into a proper software framework
Published in JMLR-MLOSS in 20161

Additional input from Joerg Wicker (Univ. of Auckland), and
others from the open-source community

1Jesse Read, Peter Reutemann, Bernhard Pfahringer, and Geoff Holmes. “MEKA: A Multi-label/Multi-target
Extension to Weka”. In: Journal of Machine Learning Research 17.21 (2016), pp. 1–5. url:
http://waikato.github.io/meka/

http://waikato.github.io/meka/
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Multi-label Classification

Multi-label classification: multiple labels (decisions) per instance
(multi-class classification = a single label per instance).

foliage
sunset
urban
lake

but it is much more than just labeling images! MEKA been used
for: text/sentiment/image classification, RNA binding, bird song
classification, call routing, wineinformatics, cancer diagnosis,
neuroscience, recommender systems, time series forecasting,
missing value analysis, . . .
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Multi-label Classification via Problem Transformation
MEKA is designed around problem transformation methods:

1 Take a multi-label problem
2 Transform it into one or more single-label problems
3 Choose and apply WEKA classifiers
4 Evaluate and export results
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Transformation Example #1 – Binary Relevance

X Y1 Y2 Y3 Y4
x(1) 0 1 1 0
x(2) 1 0 0 0
x(3) 0 1 0 0
x(4) 1 0 0 1
x(5) 0 0 0 1
x̃ ? ? ? ?

y4y3y2y1

x

The binary relevance method (BR transformation) = one binary
classifier trained for each label, i.e., independent models.
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Transformation Example #1 – Binary Relevance

X Y1
x(1) 0
x(2) 1
x(3) 0
x(4) 1
x(5) 0
x̃ ?

X Y2
x(1) 1
x(2) 0
x(3) 1
x(4) 0
x(5) 0
x̃ ?

X Y3
x(1) 0
x(2) 1
x(3) 0
x(4) 1
x(5) 0
x̃ ?

X Y4
x(1) 1
x(2) 0
x(3) 1
x(4) 0
x(5) 0
x̃ ?

y4y3y2y1

x

The binary relevance method (BR transformation) = one binary
classifier trained for each label, i.e., independent models.
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Transformation Example #2 – Label Powerset Method

X Y1 Y2 Y3 Y4
x(1) 0 1 1 0
x(2) 1 0 0 0
x(3) 0 1 0 0
x(4) 1 0 0 1
x(5) 0 0 0 1
x̃ ? ? ? ?

y

x

The label powerset method (LP transformation) = a single target
multi-class classifier. Labels are modeled together.
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Transformation Example #2 – Label Powerset Method

X Y
x(1) 0 1 1 0
x(2) 1 0 0 0
x(3) 0 1 0 0
x(4) 1 0 0 1
x(5) 0 0 0 1
x̃ ?

y

x

The label powerset method (LP transformation) = a single target
multi-class classifier. Labels are modeled together.
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Why Use MEKA (over just WEKA)? Reason #1
Things can get complicated:

MEKA contains 30–50 transformation methods (depending on
your definition of a method);

RAkEL: Random k-labeled subsets (LP-based)
PS: Pruned sets (LP-based)
CC: Classifier chains (BR-based)
CDN: Conditional dependency networks (BR-based)
. . .

http://waikato.github.io/meka/methods/
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Why Use MEKA (over just WEKA)? Reason #2
You made your predictions,

Test instance Test labels Prediction
x̃(1) [1 0 1 0] [1 0 0 1]
x̃(2) [0 1 0 1] [1 0 1 0]
x̃(3) [1 0 0 1] [1 0 0 1]
x̃(4) [0 1 1 0] [0 1 0 0]
x̃(5) [1 0 0 0] [1 0 0 1]

what is your ‘accuracy’?

MEKA contains over 20 evaluation metrics:
Hamming score (evaluate each binary prediction separately)
Exact match (prediction vector must match exactly)
. . .

and threshold-tuning functionality (many classifiers implement
distributionForInstance), e.g., [0.9,0.1,0.4,0.8].

Major implications depending on which metric you are targeting!
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MEKA ARFF Files

% ’Music’ dataset; normalised version.
@relation ’Music: -C 6’

@attribute amazed-suprised {0,1}
@attribute happy-pleased {0,1}
@attribute relaxing-clam {0,1}
@attribute quiet-still {0,1}
@attribute sad-lonely {0,1}
@attribute angry-aggresive {0,1}
@attribute MeanAcc1298MeanMem40Centroid numeric
@attribute MeanAcc1298MeanMem40Rolloff numeric
@attribute MeanAcc1298MeanMem40Flux numeric
@attribute BHLowPeakAmp numeric
@attribute BHLowPeakBPM numeric
@attribute BHHighPeakAmp numeric
@attribute BHSUM1 numeric
@attribute BHSUM2 numeric
@attribute BHSUM3 numeric

@data

0,1,1,0,0,0,0.132498,0.077848,0.229227,0.602629,0.512861,0.467404,0.529733,0.573498,0.592831
1,0,0,0,0,1,0.384281,0.355249,0.16719,0.853089,0.260577,0.332757,0.15393,0.519381,0.268043
0,1,0,0,0,1,0.541782,0.356491,0.152246,0.791142,0.228276,0.471278,0.378166,0.559905,0.279949
0,0,1,0,0,0,0.174288,0.243935,0.254326,0.438987,0.480346,0.472862,0.473128,0.777076,0.376471
0,0,0,1,0,0,0.347436,0.155448,0.100047,0.126026,0.45695,0.539992,0.301537,0.598898,0.36199
...
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MEKA GUI
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MEKA GUI
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MEKA GUI
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MEKA GUI
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MEKA GUI
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MEKA GUI
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MEKA GUI
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MEKA CLI
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MEKA Classifiers
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FAQ

Q#1: Can MEKA Handle Multi-target Classification?
(Multi-Label Multi-Class)
A: Yes – but note that your options for evaluation are more limited.

Q#2: Can MEKA Handle Multi-target Regression?
A: No – But this is a much more different problem; even if the
‘conversion’ is sometimes trivial, results are not as good (vs
independent models).
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Competition and Limitations

When not to use MEKA:
You have 100,000s of labels and millions of training examples:
Try distributed learning or deep learning instead
You want to use Python: try Scikit-Learn, or Scikit
Multi-Learn (contains wrappers to MEKA)
Need to deal with data streams: MEKA has some support,
but try a specialised framework like MOA or River (support
for multi-label and multi-target)
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Thank you!

MEKA Resources:
A copy of these slides:
www.lix.polytechnique.fr/~jread/talks/MEKA.pdf

MEKA website: http://waikato.github.io/meka/

GitHub https://github.com/Waikato/meka/
(you’ll find there a tutorial, documentation, etc.)

www.lix.polytechnique.fr/~jread/talks/MEKA.pdf
http://waikato.github.io/meka/
https://github.com/Waikato/meka/
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