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Abstract

This paper extends the termination proof techniques based on reduction orderings to a higher-order
setting, by defining a family of recursive path orderings for terms of a typed lambda-calculus generated
by a signature of polymorphic higher-order function symbols. These relations can be generated from two
given well-founded orderings, on the function symbols and on the type constructors. The obtained or-
derings on terms are well-founded, monotonic, stable under substitution and inthedieictions. They
can be used to prove the strong normalization property of higher-order calculi in which constants can
be defined by higher-order rewrite rules using first-order pattern matching. For example, the polymor-
phic version of &del’s recursor for the natural numbers is easily oriented. And indeed, our ordering
is polymorphic, in the sense that a single comparison allows to prove the termination property of all
monomorphic instances of a polymorphic rewrite rule. Many non-trivial examples are given which ex-
emplify the expressive power of these orderings. All have been checked by our implementation.

This paper is an extended and improved version of [32]. Polymorphic algebras have been made more
expressive than in our previous framework. The intuitive notion of a polymorphic higher-order ordering
has now been made precise. The higher-order recursive path ordering itself has been made much more
powerful by replacing the congruence on types used there by an ordering on types satisfying some
abstract properties. Besides, using a restriction of Dershowitz’s recursive path ordering for comparing
types, we can integrate both orderings into a single one operating uniformly on both terms and types.

1 Introduction

Rewrite rules are used in programming languages and logical systems, with three main goals: defin-
ing functions by pattern matching; encoding rule-based decision procedures; describing computations
over lambda-terms used as a suitable abstract syntax for encoding functional objects like programs or
specifications. ML and the current version of Coq based on the Calculus of Inductive Constructions [14]
exemplify the first use. A prototype version of Coq exemplifies the second use [9]. Alf [15] and Is-
abelle [44] exemplify the third use. In Isabelle, rules operate on term¥snarmal,n-expanded form
and use higher-order pattern matching. In ML and Coq, they operate on arbitrary terms and use first-
order pattern-matching. Both kinds of rules target different needs, and should, of course, coexist.

*This work was partly supported by the RNTL project AVERROES, France-Telecom, and the CICYT project LOGICTOOLS, ref. TIN2004-07925.
tProject LogiCal, Ble Commun de Recherche en Informatique du Plateau de Saclay, @88, Polytechnique, INRIA, UnivergitParis-Sud.



The use of rules in logical systems is subject to three main meta-theoretic properties : type preserva-
tion, local confluence, and strong normalization. The first two are usually easy. The last one is difficult,
requiring the use of sophisticated proof techniques based, for example, on Tait and Girard’s computabil-
ity predicate technique [22]. Our ambition is to provide a remedy for this situation by developing for
the higher-order case the kind of automatable termination proof techniques that are available for the
first-order case, of which the most popular one is the recursive path ordering [16].

Our contribution to this program is a reduction ordering for typed higher-order terms following a
typing discipline including polymorphic sort constructors, which conservatively exténésluctions
for higher-order terms on the one hand, and on the other hand Dershowitz’s recursive path ordering
for first-order unisorted terms. In the latter, the precedence rule allows to decrease from the-term
f(s1,...,s,) to the termg(t4, ..., t,), provided that (i)f is bigger thary in the given precedence on
function symbols, and (iiy is bigger than every;. For typing reasons, in our ordering the latter condition
becomes: (ii) for every;, eithers is bigger thart, or somes; is bigger than or equal tg. Indeed, we
can instead allow; to be obtained from the subterms«by computability preserving operations. Here,
computability refers to Tait and Girard’s strong normalization proof technique which we have used to
show that our ordering is well-founded.

In a preliminary version of this work presented at the Federated Logic Conference in Trento, our
ordering could only compare terms of equal types (after identifying sorts such as Nat or List). In the
present version, the ordering is capable of ordering terrdeaieasing typeshe ordering on types being
simply a slightly weakened form of Dershowitz’s recursive path ordering. Several other improvements
have been made, which allow to prove a great variety of practical examples. To hint at the strength of
our ordering, let us mention that the polymorphic version 68l&'s recursor for the natural numbers is
easily oriented. And indeed, our ordering can prove at once the termination property of all monomorphic
instances of a polymorphic rewrite rule. Many other examples are given which exemplify the expressive
power of the ordering.

In the literature, one can find several attempts at designing methods for proving strong normalization
of higher-order rewrite rules based on ordering comparisons. These orderings are either quite weak [38,
31], or need a heavy user interaction [47]. Besides, they operate on teyrianig 5-normal form, hence
apply only to the higher-order rewritinga“la Nipkow” [40], based on higher-order pattern matching
modulo 5n. To our knowledge, our ordering is the first to operate on arbitrary higher-order terms,
therefore applying to the other kind of rewriting, based on plain pattern matching. It is also the first to
be automatable: an implementation is provided which does not require user-interaction. And indeed we
want to stress several important features of our approach. Firstly, it can be seen as a way to lift an ordinal
notation operating on a first-order language (here, the set of labelled trees ordered by the recursive path
ordering) to an ordinal notation of higher type operating on a set of well-typexpressions built over
the first-order language. Secondly, the analysis of our ordering, based on Tait and Girard’s computability
predicate proof technique, leads to hiding this technique away, by allowing one to carry out future meta-
theoretical investigations based on ordering comparisons rather than by a direct use of the computability
predicate technique. Thirdly, a very elegant presentation of the whole ordering machinery obtained by
integrating both orderings on terms and types into a single one operating on both kinds shows that this
presentation can in turn be the basis for generalizing the ordering to dependent type calculi. Last, a
modification of our ordering described in a companion paper can be used to prove strong normalization
of higher-order rewrite rules operating on termgong 5-normal form and using higher-order pattern
matching for firing rules [33].

Described in Section 2, our framework for rewriting includes several novel aspects, among which two
important notions of polymorphic higher-order rewriting and of polymorphic higher-order rewrite order-



ings. In order to define these notions precisely, we first introduce polymorphic higher-order algebras.
Types will therefore play a central role in this paper, but the reader should be aware that the paper is by
no means about polymorphic typing : it is about polymorphic higher-order orderings. In particular, we
could have also considered inductive types, without having to face unpredictable difficulties. We chose
not to do so in the present framework, which, we think, is already quite powerful and complex, to a
point that those readers who feel no particular interest in typing technicalities should probably restrict
their first reading of this section to the type system of Figure 1, Definition 2.17 and Theorem 2.18. The
rest of the paper, we think, can be understood without knowing the details of the typing apparatus. The
basic version of our ordering is defined and studied in Section 3, where several examples are given.
The notion of computability closure [6] used to boost the expressiveness of the ordering is introduced
and studied in Section 4. Our prototype implementation is discussed in Section 5. Related work and
potential extensions are discussed in Section 6.

The reader is expected to have some familiarity with the basics of term rewriting systems [17, 37, 1, 4]
and typed lambda calculi [2, 3].

2 Polymorphic Higher-Order Algebras

This section describes polymorphic higher-order algebras, a higher-order algebraic framework with
typing “a la ML’ which makes it possible to precisely define what are polymorphic higher-order rewrit-
ing and polymorphic higher-order rewrite orderings. Our target is indeed to have higher-order rewrite
rules in the calculus of constructions and check their termination property by means of orderings, but,
although our results address polymorphic typing, they do not scale up yet to dependent types.

We define our typing discipline in Sections 2.1 to 2.5, before investigating their properties in Sec-
tion 2.6, and then define higher-order rewriting in Section 2.8 and finally polymorphic higher-order
rewrite orderings in Section 2.9. We conclude in Section 2.10 that polymorphic higher-order rewrite
orderings allow showing that the derivation relation defined by a set of polymorphic rewrite rules is
well-founded by checking the rules for decreasingness.

2.1 Types

Given a setS of sort symbolf a fixed arity, denoted by : +* = x, and a denumerable s&t of
type variablesthe setZgv of (first-order)typesis generated by the following grammar:

Tov = a | s(T3) | (Tov — Tv)
forae S¥ands: «" =% €S

We denote byar (o) the set of type variables of the typec 75, and byZs the set ofmonomorphic
or groundtypes, whose set of type variables is empty. Typeksin\ 7s arepolymorphic

Types ardunctionalwhen headed by the> symbol, anddata typesvhen headed by a sort symbol.
As usual,— associates to the right. We will often make explicit the functional structure of an arbitrary
type 7 by writing it in the canonical forme; — ... — ¢, — o, with n > 0, wheren is thearity of
7 ando is a data type or a type variable callegnonical output typef 7. A basic typds either a data
type or a type variable.

A type substitutioms a mapping frons" to 75w extended to an endomorphismaf.. We use postfix
notation for their application to types or to other type substitutions. We dendihy(¢) = {a € S” |
a # a} thedomainof £, and byRan(§) = Usepom(e) Var(af) itsrange  Note that all variables in



Ran (&) belong toS” by assumption, that is, they must be declared beforehand. A type substitigion
groundif Ran(o) = (), and atype renamingf it is bijective.

We usex, S for type variablesg, 7, p, 6 for arbitrary types ang for type substitutions.

A unification problems a conjunction of equation among types suclvas= 7 A ...0, = 7,. A
solutionis a ground type substitutiofi such thato;¢ = 7,£ for all i € [1..n]. Solutions are ground
instances of a unique (up to renaming of type variables in its range) type substitution calfadghe
general unifierof the problem and denoted bygu(oy = 7 A ...0, = 7,), @ result due to Robinson.

2.2 Signatures

We are given a set of function symbols denoted by the leftaysh, which are meant to be algebraic
operators equipped with a fixed numberof arguments (called tharity) of respective types; <
Tsv,...,0, € Tgv, andoutput typer € Tgv. LetF =W,, ., - Foix..xon=o D€ the set of all function
symbols. The membership of a given function symbt a setF,, « .. «», - IS called aype declaration
and writtenf : o1 x ... X 0, = o. This type declarations is not a type, but corresponds to the type
YWar(oy)...YVar(o,)¥Var(c)oy — ... — 0, — o, hence, the intended meaning of a polymorphic
type declaration is the set of all its monomorphic instances. Inease0, the declaration is written
f : 0. Atype declaration idirst-order if its constituent types are solely built from sort symbols and
variables, and higher-order otherwise. Ip@ymorphicif it uses some polymorphic type, otherwise, it
is monomorphic F is said to bdirst-orderif all its type declarations are first-order, ahdjher-order
otherwise. It igpolymorphicif some type declaration is polymorphic, amsbnomorphiotherwise.

The tripleS; SY; F is called thesignature We sometimes say that the signaturérist-order, higher-
order, polymorphic, monomorphighenF satisfies the corresponding property.

2.3 Rawterms

The set7 (F, X) of raw algebraicA-termsis generated from the signatuféand a denumerable set
X of variables according to the grammar rules:

T =X|(\X:Te.T)| QT,T) | F(T,...,T).

Raw terms of the form\z : o.u are callecabstractionswhile the other raw terms are said toteutral
@(u,v) denotes the application afto v. We may sometimes omit the typein \z : o.u as well as
the application operator, writing(v) for @Q(u, v), in particular wheru is a higher-order variable. As
a matter of convenience, we may writévy, ..., v,), or Q(u,vy,...,v,) for u(vy)...(v,), assuming
n > 1. The raw termQ(u, vy, ..., v,) is called a (partial)eft-flatteningof s = w(vy) ... (v,), u being
possibly an application itself (hence the word “partial”).

Note that our syntax requires using explicit applications for variables, since they cannot take argu-
ments. On the other hand, function symbols have arities, eliminating the need for an explicit application
of a function symbol to its arguments. Curried function symbol have arity zero, hence must be applied.

Raw terms are identified with finite labeled trees by considexingo._, for each variable: and type
o, as a unary function symbol taking a raw ternas argument to construct the raw tekm: o.u. We
denote the set of free variables of the raw terby Var(t), its set of bound variables b§Var(t), its
size (the number of symbols occurringtinby |t|. The notatiors will be ambiguously used to denote a
list, or a multiset, or a set of raw terms, . . ., s,,.

Positionsare strings of positive integers.and- denote respectively the empty string (root position)
and the concatenation of strings. We (es(t) for the set of positions ih. Thesubtermof ¢ at position
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p is denoted byt|,, and we writet > t|, for the subterm relationship. The result of replactfigat
positionp in ¢ by u is denoted by|u],. We sometimes usir : o], for a raw term with a (unique) hole
of type o at positionp, also called aontext

Type substitutions are extended to terms as homomorphisms by legtiage, @Q(u, v)¢ = Q(ug, v€),

fOE = f(t&) and(\x : o.u)€ = Ax @ o&.ué.
2.4 Environments

Definition 2.1 A variable environment is a finite set of pairs written agx; : o4,...,2, : 0,} such
thatz;, € X, 0; € Tgv, andx; # z; fori # j. Var(I') = {1, ..., x,} is the set of variables df. Given
two variable environmentB andI", their compositionis the variable environmerit - IV = IV U {x :
o€l |z ¢ Var(I")}. Two variable environmenisandI” are compatibleif I' - IV =T U T,

We now collect all declarations into a singtavironment:; I, where the signaturg = S; S"; F is
the fixed part of the environment. We assume that there is exactly one declaration for each symbol in an
environment:; I

Example 1 We give here the signature for the specification 6tiél's system T. In contrast withddel's
formulation, we use polymorphism to have the recursor rule as a polymorphic rewrite rule instead of a
rule schema.

Y={N:xa:x;0:N,s:N=N,+:NxXN=N,rec: Nxax(N—-a—a) = a}l

'={z:N,U:a, X:N—a— a}.

Godel’s recursor rules are given in Example 2. O

2.5 Typing Rules
Typing rules restrict the set of raw terms by constraining them to follow a precise disciplingri@ur

cipal typing judgementare written ad’ ¢, s : o, and read § has principal typer in the environment
I'". The typing judgements are displayed in Figure 1.

Variables: Abstraction:
x:0€T F{x:o} Kt:r
' 20 ' (A\r:ot):o—T
Application: Functions:
T s:o Fl_.%tZT fio1X...Xop,=>0€F
¢ most general unifieraf — 8 =cAa=r Pt TRt 7
e @ ¢ most general unifierafy =71 A ... Ao, =T,
S Qs 1) ¢ I H f(tr,.. ty) s o€

Figure 1. Typing judgements in higher-order algebras

According to the intended meaning of type declarations, we assume that the declAratior . . . x
o, = o isrenamed so as to ensure tWat- (o4, ..., 0,,0) N Var(n, ..., 7, 7) = 0. Further, since the
last two rules introduce a type substituti9nwe shall consider for uniformity reason that the first two
introduce the identity type substitution. Note also that the rule for applications is nothing but the Rule
Functions applied to the symbad : (o« — ) x a = S.



Example 2 [Example 1 continued] Let us type check in the environmen{} the ground raw term
rec(s(0),0,rec(0, Az : Ny:N.+ (z,y), A\ : Ny: N —-N — N z: N.y(+(z,2)))):

{} % 0:N The three required premises are proved below
{} F$s(0): N {} F§0: N {} F5 rec(0, Az, y : N.+ (z,y), Az : Ny : U z: N.y(+(x,2))) : N
{} K5 rec(s(0),0,rec(0, z: Ny :N.+ (z,y), A\ e :Ny:N—-N — N z: Ny(+(z,2)))) : N
in which U is an abbreviation for the type N> N — N. We start with the first two required premises:

{z,y N} Fgz: N {z,y:N} F&,y: N
{z,y:N} F¢ +(z,9) - N
{} £ 0:N {} F& Ax,y: N.+ (z,9) : N
ending up with the third, in whick is an abbreviation for the environmefit,z : N, y : N — N —
N}:

O,z N O Fz2:N
O, y:N—(N—-N) © K +(z,2):N
{z,z:Ny:N —>N — N} F y(+(z,2)) : N = N
{3 XM :Ny:N>N->Nz:N.yH+(z,2)) : N-(N—-N-—->N)—-N-—-N-—-N

Classically, we consider the proof of a given judgeniérit, s : o as a tree whose nodes are labelled
by the judgements derived in the proof in the following way: assuminghat. ¢ : 7 labels the node
at positionp, andA’ +§ t; @ 7y,..., A" F§ t, @ 7, are the premisses of the rule used to derive the
judgementA H ¢ : 7, then the judgement’ . ¢; : 7; labels the i-th son of the noge that is the node
at positionp - i (i € [1..n]), and the substitutiog introduced by the rule labels all edges going from the
nodep to its sons. For convenience, we will assume an incoming edge at the root of the tree labelled by
the identity type substitution. We use as usBak(P) for the set of positions of the proof tré& and
draw as usual the proof trees upside down (that is, like a biological tree).

Definition 2.2 Given an environmeni; I, a raw terms is typablewith principal typeo if the judgement
I' -, s : o is provable in our system.

Given an environmer}; I', a raw terms is typablewith typer, written" Fy s : 7, if ' F s : 7 and
T = o for some type subtitutiofi

We define the proof tree of therdinary typing judgement +y s : 7 as being a proof tree for the
judgementl’ ¢ s : o, in which the incoming edge at the root is now labelled by the substitgtion
satisfyingr = o&. The judgement’ F§ s : o appears then as a particular case of the judgement
I' ks s: 7 when¢ is the identity.

2.6 Typing properties

We now come to some simple properties of our type system which are instrumental to develop a
theory of polymorphic higher-order rewriting. All these properties are fairly standard and easily proved
by induction on the type derivation for most of them. We therefore skip their proofs.

Lemma 2.3 Given an environment; I and a raw terms, whethers is typable is decidable in linear
time in the size of. Whens is typable, its typing derivatioh . s : ¢ and principal types are unique
(up to renaming of type variables), hence all its typese type instances of.
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Lemma 2.4 (weakening)Assume given an environmentl’, a terms and a typer such thaf® Fy s : o
holds. Then]' - IV Fy s : o for all I" compatible with". Further,I"- T +§ s: o if ' by s: 0.

Lemma 2.5 (strengthening)Assume given an environmentl" - {z : 7} - I”, a terms such thatr ¢
Var(s)and atyper suchthat’ - {z : 7} - I by s: 0. Then'- 1" by s: 0. Further,I"- TV §, s : o if
' {e:7}-I" H s:o.

Lemma 2.6 (subterm) Let P denote the proof of the judgemdnt §. s : o and p be a position in
Pos(s). Then, there exists a unique positipip) € Pos(P) such that the subproad?|,, is a proof of
a judgement of the form,, 5, s/, : 7.

Definition 2.7 Given a judgement sy s : ¢ and a positionp € Pos(s), we callactual typeof s|,,
the typef = 7¢ instance of the principal type of s, in the environmenk,|, by the type substitutiof
labelling the arc ending at positiof(p).

Example 3 [Example 1 continued] Let us type check in the environm&nt} the simple raw term =
rec(0,0, A z : N y : a.y) with the rules of Figure 1, writing the type substitution usedpplications
andFunction to the right of the rule when it is not the identity:

{z:Nyy:a} H y:a
{r: N} F, dy:ay:a—a
{} 0:N {} Fs0:N {} A Xz:Ny:ay:N—-a—a
{} F$ rec(0,00 z:Ny:ay:N—-a—a): N
The principal and actual types of all subterms @bincide, except for its subtergly = Az : Ny : a.y

whose principal and actual type in the judgeméht -$ s : N are respectively N— o« — « and
N — N — N. The latter is obtained from the former by the type instantiafion— N}.

{a— N}

Given a typing judgemerit k5 s : o and a positiorp € Pos(s), the actual typd of s|, plays a key
role throughout the paper, and in the implementation as well.

Lemma 2.8 (replacement)Assume given an environmentI’, two termss and v, two typess and 7,
and a positiorp € Pos(s) such thatl" +x s : 0, Iy, Fy s|, : 7 wherer is the actual type of|,, and
[y, Frv:7. ThenI' by s[v], : 0.

As a consequence of the replacement lemma, we will use ordinary judgements only in the sequel.
2.7 Substitutions

Definition 2.9 Aterm substitutionor simplysubstitutioris a finite sety = {(z1 : 01) — (Iy,61);.. .5 (2,
on) — (I'n,t,)}, whose elements are quadruples made of a variable symbol, a type, a term environment
and a term, such that

(i) for eachi € [1..n], t; is typable inl*; with principal typer;;

(i) Vi # 5 € [1..n], I'; andT'; are compatible environments;

(i) the type unification problera; = 7, A ... A 0,, = 7,, has a most general unifie,;

(lV) Vi € [1”], t; 7£ x; Or O—ig'y 7& g; andVi 7é] S [1”], x; 7é Zj,
The substitutiony is type preservingf &, is the identity, and apecializationf ¢, = z; for all <.

The domain of the substitutionis the environmerom(vy) = {x; : 01,...,z, : 0,} While itsrange
is the environmerRan () = U;ep..,) ['i- We say that € Dom(y) wheneverr : o € Dom(T") for some
types. We sometimes omit the parentheses, thedypad the environmerit; in (z; : 0;) — (I';, t;).
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Note that the seRan() is indeed an environment by our compatibility assumption (iv), which is of
course compatible with every environmént

The need of a term environmenht for each variabler; comes from the requirement of typing the
termt; (with a type compatible with the type of the variabler; that it will be substituted to, a property
ensured by condition (iii)). In casgis ground, its typing environment is of course empty. This is the
case in the coming example:

Example 4 [Example 3 continued] Here is an example of a ground substitution, for which condition (i)
have been proved in Example 3. The other conditions are easily checked here (condition (iii) is satisfied
with the substitutiorg, = o — N):
{(z:N) — ({},s(0));
(U:N) — ({},0)
(X:N-N->N) — {}Az:Ny:auy)}

In general, condition (iii) may yield a non-trivial unification problem as in the following example:

Example 5 Let

Y ={N,B : *,pair : #* = *,list : x = *«}; {a, 3,0’ : x}; {iter : (a — B) x list(a) = list(3)}.
Consider the terniter(F, 1) in the environmen{F' : o« — (3,1 : list(a))} which will be used in the

rest of the example as the domain for a substitutioiVe have the typing derivation:

{F:a— p,l:list(a)} Fyiter(F,1) : list(5)

Let us now first consider a non-substitution fullfilling all conditions but (iii):
vy=A(F:a— F)— ({F:pair(N,o) — '}, F), (1 : list(a)) — ({l : list(pair(a’,B))},1)}.
Then, the unification problem originating from condition (ii),— 5 = pair(N, ') — o Alist(a) =
list(pair(c’, B)) fails by generating the unsolvable equation-NB.
Trying to type the same terniter(F,[) in the environmenRan(vy) = {F : pair(N,o') — o/, :
list(pair(o/,B))} results in a failure, since thEunctions rule generates the very same unsolvable
unification problem as before.

Let us finally consider the substitution (indeed, a specialization)
vy=AF:a—0)— {F:pair(N,o/) — '}, F), (1 : list(a)) — ({l : list(pair(a’,N))},1)}.
We check condition (iii) by solving the unification problem— 3 = pair(N, ') — o A list(a) =
list(pair(a’, N)), which has most general unifiéey — pair(N,N), o’ — N, 3 — N}.
Trying now to type the terniter(F, () in the environmenRan(y) = {F : o — (3,1 : list(a) }, we get:
{F : pair(N, o) — o/, : list(pair(a/,N))} bsiter(F,1l) : list(N))
We observe that the obtained type forr( F, [) is the instance of its type in the environmé@nim () =
{F:a— f,1:list(a)} by the type substitutiog,. O

Definition 2.10 A substitutiony is said to becompatiblewith an environmenk' if
(i) Dom(v) is compatible witH",
(i) Ran(v) is compatible witl™ \ Dom(~).
We will also say thaty is compatible with the judgemehitty. s : o.

Compatibility of a term substitution with an environmdntis a necessary condition for defining
how the substitution operates on a term typable in the environineatyield a term typable in the
environmen{I" \ Dom(v)) - Ran(~):



Definition 2.11 A term substitution, compatible with a judgemeit F, s : o operates as an endomor-
phism ons (keeping its bound variables unchanged) and yields a termefined as follows:

If s=xze€Xandz & Var(y) then sy ==

If s=xeXand(x:0)— (0,t) ey then sy=t

If s=@Q(u,v) then sy = Q(uy,vy)

If s=fluy,...,u,) then sy = f(ury,...,uy7y)

If s=Xr:7.wandyafreshvariable then sy =X :7& . (u{(z:7)— {y: 75} v) )y
Term substitutions can be factored out via a specialization (possibly the identity) as follows:

Lemma 2.12 Every term substitution can be written in the formi@ where is a specialization and
is type preserving, that is, for any tersmsy = (s6)0.

Proof: Lety = {(z; : o;) — (I'i,t;)}i. Taked = {(z;,00) — ({z; : 0:&},2i)}, andd =
{(zi, 0:8) — ({},z7)}- O
When writing s, using postfixed notation for substitutions, we will always make the assumption that
the domain ofy is compatible with the judgememt 5 s : 0. We will use the lettery for arbitrary
substitutions and the notatiotr, whereA is a set of terms, for the set of instances of the term4.in

Example 6 [Example 1 continued] Let us illustrate the use of term substitutions with the term
rec(s(0),0,rec(0,Axz : Ny : N.+ (z,y), Az : Ny : N - N — N z : N.y(+(z, 2)))), which
happens to be an instance of the lefthand side of the secoddl'€ recursor ruleec(s(x),U, X) —
Q(X, z,rec(x,U, X)) forwhichz : N,U : e« andX : N — o — «, by the substitution
{(z:N) — ({},5(0))

U:a) — ({},0)
(X N—oa—a) — ({}Hrec0,Az:Ny:N.+ (z,y), e :Ny:N—-N — N z: Ny(+(z,2))))}
while its subterm
rec(0, Az : Ny :N.+ (z,y), Az :Ny:N—N — N z: N.y(+(z, 2))) is an instance of the same
lefthand side by the substitution

{(z:N) — ({}.0)

(U:a) = ({}Az:Ny:N. +(z,y)
(X N—oa—a) — {HXz:Ny:N—-N —=Nz:Ny(+(z,2)))}

These substitutions are factored out by the respective specializations
{U:a)— {U:NLU); ( X N—-a—a)— ({X:N—-N-—-N} X)}and
{U:a)— {U:-NLU); (X :N—-a—-a)— {X " N-(N—-N-=N)—-N-—-N -
N}, X))},
whose associated type instantiations are respectivelyN anda — (N — N — N). O

The next lemma makes precise the action of substitutions on typing:

Lemma 2.13 Assume given an environmeniI’ and a substitutiony compatible with the judgement
I' Fv s:0. Then,(I'\ Dom(y)) - Ran(y) b sv: 0&,.

Proof: The proof is done by induction on the derivation of the judgerehty, s : 0. We carry out
the Abstraction case, which shows the need for instantiating the types of bound variables.

Assume that = \x : 7u with o = 7 — o', hencel' - {x : 7} Fyx u : ¢’ by the ruleAbstraction.
Given now a fresh variablg, let us consider the substitutioff = v U {(z : 7) — ({y : 7, }9)}
Sincel is compatible withy andy is a fresh variabldl is compatible withy’. By induction hypothesis,
(I'\ Dom(v')) - Ran(y') Fsuy' : of . By construction{,, = &, and sincey is a fresh variable,
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(C\Dom(v"))-Ran(y') = (I'\Dom(v))-Ran(v)-{y : 7&,}. Therefore, our typing judgement becomes

(I'\ Dom(7)) - Ran(7y) - {y : 7&} Feu{(z:7) — ({y: 7&}y) by - 0'€,. By the ruleAbstraction,

we get(I'\ Dom(v)) - Ran(y) Fs Xy : 7&uf{(z 7)) = ({y : 760 y)y 0 (76 — 0E) = ok,

Definition 2.11 now yields the expected result. O
Note that Lemma 2.5 allows us to clean the environment from the variables which do not oggur in
As corollaries of Lemma 2.13, we obtain:

Corollary 2.13.1 Lety be a type preserving substitution compatible with the judgeient s : o.
Then,(T'\ Dom(7)) - Ran(y) ks sy : 0.

Corollary 2.13.2 Let$ be a specialization compatible with the judgemEnkty, s : 0. Then,sd = s&;
and(I" \ Dom(9)) - Ran(d) Fx so : 0&s.

2.8 Plain higher-order rewriting [28]

We now come to the definition of plain higher-order rewriting based on plain pattern-matching, as
considered in Jouannaud and Okada [28] or in the Calculus of Inductive Constructions [14].

Definition 2.14 Given a signature:, a higher-order rewrite ruler simplyrewrite ruleis a triple written
I' = [ — r, wherel is an environment and r are higher-order terms such that

(i) Var(r) € Var(l) C Var(D),

(i) for all substitutionsy such thatt”" + [y : o, thenl’ Fy rvy : 0.

The rewrite rule is said to bpolymorphicif ¢ is a polymorphic type for some substitution
A plain higher order rewriting systerar simplyrewriting systems a set of higher-order rewrite rules.

Example 7 Here is an example of a triple which is not a rewrite rule because it violates condition (ii):
letF ={f:a=a,g: 5= 0,0: N}, Tsv = {«, 5}, and consider the tripléz : a} + f(z) — ¢(0).

We have{z : a} Fyx f(x): o, {z: a} Fxg(0): N, anda has instances different from N such as
N — N. Therefore, the tripl§z : o} F f(z) — ¢(0) is not a rule. On the other hand, the instance
{z:a} F f(0) — g(0)isarule. 0

One may wonder whether a given tridfe = [ — r is a rewrite rule, since condition (ii) quantifies
over all possible substitutions. One can indeed answer the question, since types are first order terms
and the existence of instances of a typéthe principal type ofs) which are not instances of (the
principal type ofr) can be expressed by the first-order formtdaa = o A =(a = 7), with « a fresh
variable, interpreted over the set of ground types. Validity of such formulas is decidable by a result of
Mal'cev [39], but it is clear that there is nesatisfyinga = o A =(a = 7) iff ¢ is an instance of, that
is, the principal type of the righthand side is more general that the principal type of the lefthand one.
There are useful examples of such rules in practice.

We shall sometimes omit the environméhin the rulel’ s [ — r when it can be inferred from the
context. The3- andn-rules below are two examples of polymorphic rewrite rule schemas:

{fura,v:B} P QA v, u) —5 v{r— u}
{z:a,u:a— 0} bs M.Qu,z) —, u if z & Var(u)

n

Making these rule schemas true rewrite rules is possible to the price of including variables with arities
in our framework, an idea due to Klop [36].
We are now ready for defining the rewrite relation :
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Definition 2.15 Given a plain higher-order rewriting systef and an environmenf, a terms such
thatl' by, s : o rewrites to a termt at positionp with the rule® + [ — r and the term substitution

v, writtenT" + s@% t, or simplyI" + s —p t, Or evens —px t assuming the environmeht if the

following conditions are satisfied :
(i) Dom(y) C ©; (i) © - Ran(y) C Iy, (iii) s|, = Iy; (iv) t = s[rv],.

Note that, by definition of higher-order substitutions, condition (iii) implies that variables which are
bound in the rule do not occur freen therefore avoiding capturing variables when rewriting.
Type checking the rewritten term is not necessary, thanks to the following property:

Lemma 2.16 (type preservation)Assume thal' ty s: candl’ - s —z t. Thenl' Fxt: o.

Proof; Letl’ s @%;Tt. By Lemma 2.6],, Fx s|, : 7, with 7 the actual type of|, inT s : 0.
By condition (iii), I';, s Iv : 7. By conditions (i) and (ii), the substitution is compatible with
the environmen®, and by condition (i) in Definition 2.14Yar(l) C Var(0©) C Var(O - Ran(7)).
By Lemma 2.5 (repeated) it follows thét- Ran(vy) Fyx Iy : 7. By condition (ii) of Definition 2.14,
© - Ran(y) ks ry : 7. By conditions (ii) and Lemma 2.4}, F x ry : 7. By Lemma 2.8,
I' ks s[ry], : 0. We conclude with condition (iv). O

Example 8 [Example 1 continued] Here ared@el’s recursor rules for natural numbers:
{U:ia, X N—a—a} F rec(0,U,X) — U
{t:N,U:a, X N—-a—a} F res(z),UX) — QX, z,rec(z,U, X))

Rewritingrec(s(0),0,rec(0, Az : Ny : N. 4+ (z,y), Az : Ny: N - N — N z: N.y(+(z, 2))))
with a call-by-value strategy (redexes are underlined) until a normal form is obtained, we get:

rec(s(0),0,rec(0,A Az :Ny:N.+ (z,y), Az :Ny: N —-N — N z: N.y(+(z,2))))
rec(s(0),0, Az : Ny:N.+ (z,y))

N
{U:«, X:N~>a—>a} F rec(0,U,X)—U

—ix:N, Ui, X:N—a—a} + rec(s(z),U,X)—@(X,z,rec(z,U,X)
QAz:Ny:N.+ (z,9),0,rec(0,0, Az : Ny : N. + (z,y)))
5 QAy:N.+(0,y),rec(0,0,Ax: Ny:N. +(z,9)))
—5  +(0,7ec(0,0, Az : Ny : N. + (z,9)))
—? +(0,0)

—

{Ua X: N~>a~>a} F rec(0,U,X)—U

{xN} F +(z,0)—x 0

As a general benefit, the use of polymorphic signatures allows us to have only one recursor rule,
instead of infinitely many rules described by one rule schema a8de|G original presentation. O

Other examples of higher-order rewrite systems are developed in section 3.

Because plain higher-order rewriting is type preserving, we may often omit the environment in which
a term is type checked as well as its type, and consider the sequence of terms originating from a given
term s type checked in an environmentby rewriting with a given sef? of higher-order rules. In
other words, we will often consider rewriting asedation on termswhich will allow us to simplify our
notations when needed.

A term s such thats —>t is calledreducible(with respect taR). s|, is aredexin s, andt is thereduct

of s. Irreducible terms are said to be irnormal form A substitutiony is in R-normal form if z is
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in R-normal form for allz. We denote by% the reflexive, transitive closure of the rewrite relation
— and by<——7, its reflexive, symmetric, transitive closure. We are indeed interested in the relation

Ry = —>RU—>BU —
Given a rewrite relation—, a terms is strongly normalizablef there is no infinite sequence of
rewrites issuing frons. A substitutiony is strongly normalizabléf all termsz~y such thate € Dom(~)
are strongly normalizable.
The rewrite relation itself istrongly normalizingor terminating if all terms are strongly normaliz-

able. Itis confluent ik —* v ands —* v implies thatu —* t andv —* t for somet.
2.9 Higher-Order Reduction Orderings

We will make intensive use of well-founded relations for proving strong normalization properties,
using the vocabulary of rewrite systems for these relations. For our purpose, these relations may not be
transitive, hence are not necessarily orderings, although their transitive closures will be well-founded
orderings, which justifies to sometimes call them orderings by abuse of terminology.

For our purpose, atrict ordering > is an irreflexive transitive relation, asrdering > is the union
of its strict part> with equality =, and aquasi-ordering> is the union of its strict part- with its
equivalence~. Because we identifg-convertible higher-order terms, their equality contains implicitly
a-conversion. The following results will play a key role, see [17]:

Assume-, 1, ..., >, are relations om given setss, S, ..., S,. Let
- (™15, >n)iea DE the relation oy, Sy x. .. xSy, defined agsi, ..., 5m) (=1, -, =n)iea(ts, - - - 1)
iff 30 € [1..min(m,p)] suchthats; =ty,...,s,1 =t;_3and @; >=; t; or (s; = t; andi = p < m);

- =mu D€ the relation on the set of multisets of elements§ okefined as
MU{z} = NU{y1, ...,y iff Vi€ [l.n] x>y, andM = N or M >, N.
It is well known that both operations preserve the well-foundedness of the relations ..., >,
and that they also preserve transitivity, hence orderings.
We end up this section by defining the notion of a reduction ordering operating on higher-order terms.

Definition 2.17 A higher-order reduction ordering is a well-founded ordering of the set of judgements
which is

(i) monotonic (I' Fx s : o) = (I' kgt : o) implies that for alll” compatible withl" such that
" Fsulz o] s 7, then(D - TV Fsuls] i 7) = (I TV by ult] : 7);

(i) stable (I' Fxs:0) > (I' Fxt: o) implies that for all type preserving substitutignwhose
domain is compatible with, then(I" - Ran(y) Fs sy:0) = (I'- Ran(y) ks ty:0);

(iii) polymorphic (I' Fy s: o) > (I' Fx t: o) implies that for all specialization whose domain is
compatible withl", then(I" - Ran(d) ks sd : 0&s5) = (I'- Ran(d) Fs tvy: 0&s);

(iv) compatible (I' Fys:0) = (I' Fgt: o) implies(I” Fgs:o) = (I Fxt: o) forall
environmentd” such thatl' andI” are compatible]” Fy s: o andl” Fxt: o;

(v) functional (I' by s: 0 —3U—, t:0)implies(I' by s:0) = (' ke t: o).

Note that (iii) is indeed equivalent 6 +y s¢ : o€ for all type substitutiong, therefore justifying
separating (iii) from (ii).

We will often abuse notations by writing' s s: o > ¢ : 7)instead of ' g s:0) = (' ket :7),
therefore sharing the environmeint This amounts to view the ordering as a relation on typed terms
instead of a relation on judgements. We may even omit types and/or environments, considering the
ordering as operating directly on terms, and wlité- s >~ ¢,s:0 =1t :7,0rs > t.
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2.10 Termination of polymorphic higher-order rules

Theorem 2.18Let = be a polymorphic, higher-order reduction ordering aRd= {I'; Fx l; — r;}icr
be a higher-order rewrite system such thate I, (T'; Fxl; : 0;) = (I'; Fx 7@ 0y), whereo; is the
principal type ofl; in I';. Then the relation— , U — ;U — is strongly normalizing.

Proof: Letl" Fy s: o andl' kg 5. L, t. We assume without loss of generality thatr (1) N

Fl—-reRr

Dom(T') = (. By Lemma 2.6y, +y s|, : 7, the actual type of|, in the environment’,,. By
Definition 2.15(iii,iv) and Lemma 2.125|, = [6v andt|, = rdv, whereJ is a specialization ang
is type preserving. Therefor€,, s [0y : 7. Sincel' - Ran(dy) C Iy, by our assumption and
Definition 2.15(ii) andVar(r) C Var(l) C Var(I") by Definition 2.14(i), thed" - Ran(v) Fx oy : 7
by applications of lemma 2.5. Sineeis type preservingl’ - Ran(d) Fx 6 : 7. By Lemma 2.16, it
follows thatl" - Ran(d) s rd : 7,1 - Ran(éy) Fsrdy:7,andl’ kst : 0.
By polymorphism[I' - Ran(d) Fx 10 : 7 > rd : 7. By stability,I" - Ran(évy) Fs 1oy : 7 = rdy: 1.
By the previous remark thdt - Ran(dy) C I'y, and by compatibilityy, +Fx [0y : 7 > 70y : 7.
By monotonicity and Lemma 2.8, - I' 1y s[idy] : o = s[réy] : o. By Definition 2.15(jii,iv),
[y, T Fss:o>=t:0. By compatibility again]’ Fy s:0 = t:0.
Finally, the case of &- or any-step follows from functionality. O
The polymorphic property of higher-order reduction orderings allows us to show termination in all
monomorphic instances of the signature by means of a single comparison for each polymorphic rewrite
rule. Polymorphic higher-order reduction orderings are therefore an appropriate tool in order to make
termination proofs of polymorphic plain higher-order rewrite systems. In case of a monomorphic rewrite
system, there is of course no need for a polymorphic ordering, even if the signature itself is polymorphic.
We are left with constructing polymorphic higher-order reduction orderings.

3 The Higher-Order Recursive Path Ordering

The higher-order recursive path ordering (HORPO) on higher-order terms is generated from three
basic ingredients: &ype ordering a precedencen functions symbols; and statusfor the function
symbols. We describe these ingredients before defining the higher-order recursive path ordering, and
study its properties, including strong normalization. We then consider a first set of examples which can
all be run with our prototype implementation. Some proofs are omitted in this section, since they will
be carried out in Section 4, in which a more advanced version of HORPO is studied.

3.1 The ingredients

¢ A quasi-ordering on types 7, calledthe type orderingatisfying the following properties:

1. Well-foundedness>, is well-founded,

2. Arrow preservationt — o =7, aiff a =7 — o', 7' =7, 7 ando =1, o’;

3. Arrow decreasingness — o >z, aimpliese >z, aora =7 — o', 7" =7, 7 ando >, o',
4. Arrow monotonicity 7 >z, o impliesae — 7 >z, « — ocandr — a >7, 0 — o

(i) o>z, Timpliesc >7, 7€ for all type substitutiorg;

5. Stability. (i) o=z, 7impliesc{ =7, 7¢ for all type substitutiors.
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We show the existence of a type ordering generated by the above properties in Section 3.5.1, and
give a particular type ordering in Section 5.1.

e A quasi-ordering>r on F, called theprecedencesuch that> ~ is well-founded.

e A statusstat; € {Mul, Lex} for every symbolf € F, therefore partitioningF into Mul & Lezx.
We say thatf has amultisetor (left-to-right) lexicographicstatus if f € Mul and f € Lex
respectively. We use a right-to-left status in one example.

3.2 The definition

The definition of the higher-order recursive path ordering builds upon Dershowitz’s recursive path
ordering (RPO) for first-order terms [16]. A major difference is that we do not compare terms, but
terms together with their type in a given environment. A difficulty is that the environments in which
two given terms are compared may change along recursive calls, and even change differently for the two
recursively compared terms, which makes it impossible to factor the environment out. As a consequence,
the ordering is defined on pairs of judgemefiis - s : ¢0,% + ¢ : 7) instead of on pairs of terms
(s,t). Following Theorem 2.18, the starting comparison is of the formrs [ : 0 > ' Fyr : o for
some rulel’ x| — r, whereo is the principal type of in I" and a non-necessarily principal typerof
in . We are therefore using actual rather than principal typessecond difficulty is that we need to
compare subterms recursively, hence to have an appropriate typing judgement for a subterm in a term.
Definition 2.7 provides the answer by giving us the actual type of a subterm in a term with respect to the
typing judgement. In the sequel, all judgements-x;. s : o we consider are therefore canonical, and
is the actual type of, allowing us to use the simpler notatiohs, in place of the more precise-. .

Following the tradition, we consider equivalence classes of terms maeduatmversion, using the
syntactic equality symbot for the equivalence=,, and define our ordering,,,, by means of a set
of rules, writing >, for >0 U =. In contrast, the recursive path ordering contains a non-trivial
equivalence allowing one to freely permute subterms below multiset function symbols [17]. Using here
a richer equivalence relation would raise technical complications for no practical benefit.

The definition starts with 4 cases reproducing Dershowitz’s recursive path ordering for first-order
terms, with one main difference when higher-order terms are compared: the rules can also take care of
higher-order terms in the arguments of the smaller side by having a corresponding bigger higher-order
term in the arguments of the bigger side. This is redundant for first-order terms because of the subterm
property. This idea is captured in the followimgeak subterm propertysed throughout the definition :

A=VYet (I Fgs: a)h(;po(z Fesv:p)or(l Fsu: 9>ho>r_pa(z ks v : p) for someu € s

Cases 5 and 6 allow one to use the subterm case for applications and abstractions. In the abstractior
case, we may need to rename the bound varialdé s to prevent confusing it with a free variable of
t. Cases 7 and 8 are precedence cases for comparing a term headed by an algebraic symbol with a tern
headed by an application or an abstraction. Case 7 is crucial for the usefulness of the ordering. Cases €
and 10 allow one to compare terms headed both by applications or both by lambdas. They are essential
for monotonicity. Cases 11 and 12 include respectiyelgndn-reductions in the ordering.

Definition 3.1 Given two judgements Fy s:candX Fxt: 7,
Fys:o) = (X kgpt:7)iff o >, 7and

horpo

1Using principal types would require theandr have the same principal typelihto make sure that they are comparable. We have actually implemented
both choices, and all our examples run on both implementations.
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1.s=fE)withfeF,and(I Fgu:60) = (X Fst:7)forsomeu €s

horpo

2. s = f(3) with f € F, andt = g(¢) with f >z g, and A
3.s=f(s)andt = g(f) with f =x g € Mul,and(I’ Fx5:7) ( > )y (X Fxt:7)

horpo

4. s = f(s)andt = g(t) with f =z g € Lez,and(I' 5 5:7) ( > )iz (X Fut:7)andA

horpo
5. 5s=Q(s1,82),and(l’' Fesy:p—0) = (X Fst:m)or (I Fese:p) = (X bst:7)
horpo horpo
6. s=Xv:auwithz &€ Var(t),and(l'-{z:a} Fyu:0) = (¥ Fgt:7)
horpo

7. s = f(3) with f € F,t = Q(¢) is a partial left-flattening of, and A
8.s=f(s)withf e F,t = :avwithz € Var(v)and(I' Fys: o) = (X Fxv:p)

horpo
9. s = Q(sy, 82), t = Q(7) is a partial left-flattening of, and
{T Fgs1:0—0),(T Fgsg: 9)}(h> Ymu (X b t:7)

orpo

10. s=M:au, t =X : o, a=7 f,and(l" - {z : a} l—guzﬁ)h;—po(E-{m:ﬂ} Fsv:p)

11. s = Q(M : cw,v) and (I’ Fgu{r — v} o) = (X Fst:7)

horpo

12. s =\ : 0.Q(u,x), € Var(u) and(I' Fx u : J)hz (X Fst:T)
orpo

The definition is recursive, and, apart from case 11, recursive calls operate on judgements whose terms
are subterms of the term in the starting judgement. This ensures the well-foundedness of the definition,
since the union ofj-reduction with subterm is well-founded, by comparing pairs of argument terms
in the well-founded compatible relatio(n—>ﬁ U, ). This will actually be used as an inductive
argument in many proofs to come. It must be stressed that multiset and lexicographic extensions are
defined for arbitrary relations and preserve well-foundedness of arbitrary (well-founded) relations. As a
consequence, our definition is inductive.

Carrying judgements systematically would often make it look awkward. Therefore, from now on,
we indulge forgetting judgements when comparing terms, leaving environments and types implicit when
possible.

Example 9 (Example 8 continued). We use here the existence of an ordering on types generated by the
properties of the type ordering introduced in Section 3.1, and assume a multiset status Tdre first
rule succeeds immediately by case 1. For the second, we apply case 7, and need to show recursively tha
(1) X Zhorpo X, (i) 8(2) > horpo x, @nd (iii) rec(s(x), u, X) = porpo rec(z, u, X).
(i) is clear. (ii) is by case 1. (iii) is by case 3, calling again recursivelysfor >,y .
Note that we have proved termination od@l’s polymorphic recursor, for which the output type of
rec is any given type. This is so because our ordering is polymorphic, as we will show. This example
was already proved in [32], where polymorphism was claimed but neither formally defined nor proved.
We can of course now add some defining rules for sum and product for which we omit environments
and types for bound variables which can be easily inferred by the reader:
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z+0 — 0
r+s(y) — s(z+y)
xxy — rec(y,0,A\z120.7 + 23)

The first two rules are easy work. For the third, we use the precedence rec to eliminate therec
operator. But the computation fails, since no subterm-of can take care of the righthand side subterm
Az120.7 + zo. We will come back to this example later, after having boosted the ordering. O

Example 10 We consider here lists of natural numbers. Let

S = {List,N}
F = {nil : List, cons : N x List = List, map : List x (N — N) = List}

The rules formap are:

{X:N— N} + map(nil, X) — nil
{z:N, [:List, X :N —> N} F  map(cons(z,l),X) — cons(Q(X,z), map(l, X))

We use the ordering on types generated as previously by the properties of the type ordering and the
additional equality N=7, List. For the precedence, we takeip > cons, andmap € Mul for the
statuses.
The first rule is easily taken care of by case 1. For the second, singe>~ cons, applying case 2
yields the subgoalsiap(cons(x,1), X) > prorpo @(X, ) andmap(cons(z, 1), X) =pnorpo map(l, X). The
latter is true by case 3, sineens(z, ) =0 L Dy case 1. The first is by case 7,.85s an argument of
the first term andons(z, 1) >p.po © Dy case 1. Note that we use the type compariott =7, N in
this computation.

Example 11 We now consider a specification of polymorphic lists. Let

S"={a};S = {List : x = x};
F ={ nil : a, cons : a x List(a) = List(«), map : List(a) X (« — a) = List(a) }

The rules formapbecome:
{X:a—a} + map(nil, X) — nil
{z:a,l: List(a), X : o — a} F  map(cons(z,l),X) — cons(Q(X,x), map(l, X))

Letting againmap € Mul andmap >r cons, the first rule is taken care of by case 1 as previously.
For the second, we need to dett(a) >7, a for the subgoainap(cons(z,1), X) > phorpo Q(X, z). The
computation goes then as previously. O

Important observations are the following:

e HORPO compares terms of comparable types, improving over [32] where terms of equivalent
types only could be compared, as done in Example 10. Without type comparisons being based
on an ordering instead of an equivalence, we could never allow a subterm case for terms headed
by an application or by an abstraction. Subterm cases, however, must be controlled by the type
comparison for the ordering to be well-founded.

e Another important improvement for practice is the inclusiomoandn-reductions in the ordering
via Cases 11 and 12. We will see several examples where it is used.
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¢ Note that there is no precedence case for applications against abstractions and that partial-flattening
is used in the righthand sides only, that is, in Cases 7 and 9, and indeed, our strong normalization
proof does not go through if it is also used in the lefthand sides. left-flattening is essential for
stability. The choice of a particular partial left-flattening in practice is considered in Section 5.

e HORPO is unfortunately not transitive, therefore explaining our statement in Theorem 3.2. Remov-
ing Cases 11 and 12, as well as left-flattening in Cases 7 and 9 yields a transitive ordering having
the weak-subterm property. Some examples will indeed need using one step of transitivity, which
raises some difficulties for the implementation addressed in Section 5.

e When the signature is first-order, Cases 1, 2, 3 and 4 of the definitienf, together reduce to
the usual recursive path ordering for first-order terms, whose complexity is known taieii
for an input of sizen. Inferring a precedence for comparing two given terms is also known to be
NP-complete. This is not a problem for practice since signatures and terms are usually small. We
have not investigated the complexity of HORPO, because an unbounded use of Case 11 may result
in an arbitrary high complexity. We think however that both results still hold for HORPO when

dropping Case 11 or restricting its use.

We now state the main result of this section, whose proof is the subject of the coming two subsections:

Theorem 3.2 (-,0p0) " is @ decidable polymorphic, higher-order reduction ordering.

3.3 Candidate Terms

Because our strong normalization proof is based on Tait and Girard’s reducibility technique, we need
to associate to each type actually to the equivalence classcomodulo=7,, a set of termgc] closed
under certain operations. In particularsifce [o — 7] andt € [o], then the raw tern®(s,¢) must
belong to the setr| even if it is not typable. In this section, we give a more liberal type system in which
all raw terms needed in the strong normalization proof become tygabididate terms

Instantiation:
. . I'ks:i oo
Variables: Abstraction: .
vio€el o =1 o I {z:0) betior O=1. 0 £ some type substitution
' —2 ' : s of domainVar(o)
I s 2:c0 Tk Mx:ot):cd—r 0f —7o 7
I'kss: T
Application: o XFunitlcchns; e F
. . J - 01 e n
FFES'C-C-T Fhstior I''tstiiecmnn ...T Ity ic ™
¢ most general unifierak - S =ocAa =1 o
3¢ - & most general unifieraf; =71 A ... Ao, =7,
:TS
T =75 0&
T Q(s,t) :
™ (S))CT F"Ef(tl,...,tn)lcT

Figure 2. Typing judgements for candidate terms

Definition 3.3 A raw term is acandidate terms it is typable in the type system of Figure 2.

The set of types of a typable candidate term of tyge a union of type equivalence classes modulo
:TS:
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Lemma 3.4 Vo7 suchthatr =7, 7,1 by s:c oiff ' by s: 7.

This allows us to talk abouthe typesof a candidate term up to type equivalence. Note finally five
easy, important properties of candidate terms:

1. Every term is a candidate term;

2. Typing Lemmas 2.4, 2.5, 2.6, 2.8 and 2.13.1 hold for candidate terms;

3. HORPO applies to candidate terms as well as to terms, by keeping the same definition;
4. Becausegj-reduction is type preserving, the set of candidate terms is closed gdrréeluctions;
5

. Becausej-reduction is strongly normalizing for a typedcalculus with arbitrary constants, the
set of candidate terms is well-founded with respecf4@ductions (for the argument, consider a
signatureF’ in which f : o] x ... x 0/, = ¢’ € F providedf : 0y X ... X 0, = o € F with
o} =1, o; for everyi € [1..n] ando’ =7, o).

To make sense of the second observation, we need to show that, when comparing candidate
terms, is compatible with type equivalence.

Lemma 3.5 Assume given candidate termg and typess, o', 7,7" such thats :¢ o >pnopet ¢ T,
o=, 0 andr =z, 7. Thens :¢ 0’ =porpot ic T'.

Proof: By Lemma 3.4s : ¢’ andt :¢ 7/, hence the statement makes sense. Now, sin¢€ >,
theno >z, 7implieso’ >4, 7' by transitivity.

The proof of the ordering statement proceeds by inductiof-en ; U, >),.,, and by case on the
definition of the ordering, using for each case the induction hypothesis together with Lemma 34.

3.4 Ordering properties of HORPO

Because the strong normalization proof requires using candidate terms, two results of this section,
monotonicity and stability, which are used in the strong normalization proof, must be stated and proved
for both terms and candidate terms. Since terms are closed under taking subterms, proofs are indeec
essentially the same in both cases. We do them for candidate terms.

Lemma 3.6 (Stability) >, IS Stable for candidate terms and for terms.

Proof: Letl’ Fx s :c 0 >hopot :c T andy be a type preserving substitution compatible wWithBy
Lemma 2.13.1"- Ran(y) ks s7v :¢c o andl'- Ran(y) ks ty :c 7. We show that™ - Ran(vy) ks sv ¢
0 =horpo 7 :c T DY induction on(— ; U, ). Since type preserving substitutions preserve types,
we will from now on only consider the term comparisons of the ordering and omit all references to types
and judgements. There are 12 cases according to the definition:

1. If s=p0rpo t Dy case 1, them; =, t, and by induction hypothesisy =, ty, and therefore,
8% > horpo ty by case 1.

2. If s>porpot Dy case 2, them = f(5),t = g(?), f >» g and for allt; € T eithers >y, t; OF
5; ~horpo ti fOr SOMes; € 5. By induction hypothesis, for alﬂile ty either sy > porpo tiy OF
S ihorpo tiy for somes;y € s7. TherefOfeﬁW = f(ﬂ) > horpo g(tv) =1ty by case 2.
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3. If s>popot Dy case 3, ther = f(3),t = g(t), f = 9, f,9 € Mul and35(>porpo)mut- BY
induction hypothesisy (> jorpo)muwty, and hencey >, ty by case 3.

4. If s =porpo t Dy case 4, thes = f(5),t = g(t), f =7 g, f. 9 € Lex, 5(>horpo)iest, @and for allt; € ¢
€ItNEers > porpo ti OF Sj > horpo ti fOr sOMes; € 5. By induction hypothesisy (> orpo ) e ty, @nd as in
the precedence case, by induction hypothesis, fatake iy eithersy >jo.p0 tiy O 857 = horpo ti?Y
for somes;y € 57. Thereforesy >, ty by case 4.

5. If s >=40rpo t Dy Case 5, the reasoning is similar to Case 1.

6. If s =p0rpo t Dy Case 6, them = \x.u andu >, t. Lety a substitution of domaiar(s)UVar(t),
hencex ¢ Dom(v) by assumption orx. By induction hypothesisyy >, t7, hencesy =
LUy = horpo ty DY Case 6.

7. If s =phorpo t = @Q() by case 7, then for evety € ¢, eithers .0 t;, ANASY > porpo £y DY induction
hypothesis, 06; =, t; fOr somes; € 5, ands;~y =40 t;y Dy induction hypothesis. Therefore,
since@Q(tv) is a partial left-flattening ofy, sy > .0 ty Dy Case 7.

8. If s >horpot Dy Case 8, theth = \x.v with = & Var(v) ands >, v. By induction hypothesis,
S = horpo vy fOr every substitutiony of domainVar(v) \ {z} such thatr ¢ Var(vy), hence
8Y > horpo ty = Az.v7y by Case 8.

9. If s = Q(s1, S2) = norpo t = @Q(7) by case 9, then the proof goes as in case 2, concluding by case 9.

10. If s>porpot Dy case 10, then = Az.u, ¢ = lr.v andu >p.pv. By induction hypothesis
WY > horpo V7. Assuming that: ¢ Dom(7), thensy = \z.uy > porp0 Ax.0y = ty by case 10.

11. If s = >h0p0 t Dy Ccase 11, then the property holds by stabilitysefeduction.
12. If s = =n0rpo t DY case 12, then the property holds by stability,afduction. O

Lemma 3.7 (Polymorphism) >, is polymorphic for candidate terms and for terms.

Proof: Letl’ ks s :c 0 >hompo t :c T @andd be a specialization compatible with By Lemma 2.13.2,
['-Ran(d) F g s6 :¢ o0& andl - Ran(d) ks td :¢ 7&. We show thafl’ - Ran(§) +Fx sd ¢
€5 =horpo t0 ¢ TEs as before, by induction o(1—>ﬂ U, ). Since the type ordering is stable,
o >71, T impliesoé; >7. 7& and the proof continues as previously, using the stability of the type
ordering for each recursive comparison. O

Lemma 3.8 (Monotonicity) >, IS monotonic for candidate terms and for terms.

Proof: Omitting the environment, we prove that: o > o0 t ¢ o impliesu[s] :¢ T >porpo ult] :c T
forall ulx : o] :c 7.
We proceed by induction on the sizewflf « is empty it holds. Otherwise there are three cases:

e u[z : o] is of the form«/[f(...,z : o,...)] for some function symbof. If f € Mul, then
F(ooo8..) t0 0 hompo f(...T...) :c 6 follows by Case 3, and we conclude by induction sinte
is smaller than:. Otherwise,f € Lex, hence{...s...}(>norpo)icz{---t...} and, for every €
{...t...}, thereexists. € {...s...} suchthat =, v. Thereforef(...s...) =norpo (... t...)
by Case 4 and we conclude by induction hypothesis as before.
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e ulx : o] is of the formu/[Q(u, z : o)] (resp.u'[Q(z : o,u)]). Then,Q(s,u) : 0 >=porpo Q(t,u) : 0
(resp.Q(u, s) : 0 =porpo Q(u, t) : 0) follows by Case 9. We conclude by induction hypothesis.

e u[z : o] is of the formu/[Ny.z]. The result follows similarly by Case 10. O

From Lemmas 3.8 and 3.5, we easily get a generalized monotonicity propesiy,9f for candidate
terms of equivalent type. In the rest of the paper we will make use of this generalized monotonicity
property by referring to Lemma 3.8. Note also that the monotonicity property,of,, implies the
monotonicity of the ordering-,,,,, on terms of equivalent type.

A key usual consequence of monotonicity is that every subterm of a strongly normalizable term is
itself strongly normalizable. This is true when decreasing sequences of terms are type preserving, since
an infinite decreasing sequence originating in a subterm can be lifted in an infinite decreasing sequence
originating in the superterm. This becomes false otherwise, since typing prevents lifting a decreasing
sequence from a subterm to its superterm.

Lemma 3.9 >, IS compatible.
This is so because types, hence comparisons, are preserved by the use of a compatible environment.
Lemma 3.10 >, is functional.

Proof: By definition and monotonicity. O
Although the above proofs are slightly more difficult technically than the usual proofs for the recur-
sive path ordering, they follow the same kind of pattern (polymorphism was actually never considered

before). This contrasts with the proof of strong normalization to come.

3.5 Strong Normalization

In this section, we consider the well-foundedness of the strict ordéring,,) ", that is, equivalently,
the strong normalization of the rewrite relation defined by the rsles- ¢ such thats >, t. For
the recursive path ordering, well-foundedness follows from Kruskal's tree theorem. Since we do not
know of any non-trivial extension of Kruskal's tree theorem for higher-order terms that inclitdes
reductions (and wasted much of our time in looking for an appropriate one), we adopt a completely
different method, the computability predicate proof method of Tait and Girard. To our knowledge, the
use of this method for proving well-foundedness of a recursively defined relation is original. This proof
method will suggest an important improvement of our ordering discussed in Section 4.

A proof based on that method starts by defining for each éy@eset of terms called the computabil-
ity predicate[c]. Terms in[o] are said to be computable. So are substitutions made of computable
terms. In practice[o] can be defined by the properties it should satisfy. The most important one is
that computable terms must be strongly normalizable. Given an arbitrary computable, hence strongly
normalizable substitutiory, one can then build an induction argument to prove that, for an arbitrary
termt, the term¢~ is computable. The identity substitution being computable, we then conclude that
is computable, hence strongly normalizable. See [22] for a detailed exposition of the method in case of
systemF', and [20] for a discussion about the different possibilities for defining computability predicates
in practice.
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3.5.1 Type orderings

Two lemmas needed to justify our coming construction of the candidate interpretations: preservation of
groundness first; second, any type ordering is included into an ordering enjoying the subterm property.

Lemma 3.11 Assumer is ground andr >, 7. Thenr is ground as well.
Proof: Because the type ordering is both stable and well-founded. O

Lemma 3.12 Let>7, be a quasi-ordering on types such that, is well-founded, arrow monotonic and
arrow preserving. Then, the relation7, = (>7; U>_.)* is a well-founded quasi-ordering on types
extending>7, andr>_,, whose equivalence coincides with; .

Proof: First, we show that_, and>;, commute, i.e that7, ->_, C >_- >7.. Assuming first
thatr — o >_, o >7, p, then, by arrow monotonicity; — o >z, 7 — p >_, p. Assuming now that
T — o I>_, 7 yields a similar computation. By transitivity of 7, it follows that>7 =>7; ->* .

We show now that=7; = =7.. Assume that >7; p; >", 7 >7; pp D™ o for typesp, and p,,
and natural numbers, m. By applying commutation twice followed by transitivity of7,, we get
o>t § >, 0. Therefore = ufo], for some contexi: and positionp with [p| = m + n, such
that there is an arrow in at each positiog < p. Assume thain + n > 0. By arrow preservation
o #1, ulo],, hences >, ulo],. By arrow monotonicityu[o] >, u[u]c]] and by arrow preservation
again,u[o] >z, u[u[o]], and so on, resulting in an infinite sequerce 7, u[o] >z, ulu[o]] >z ...
which contradicts the well-foundedness>of,. The property follows.

_ Sincer — o >7. TandT — o >7 o by definition of >7, and=7, = =7, arrow preservation
implies thatr — o >7. 7andr — o >7. 0.
We are left with well-foundedness. Fromy, = =7 and>7 =>7, ->7, it follows that>7 C>r

U >z, ->1. We show that the latter is well-founded. Sinse, is well-founded and>7,C>7,, any
infinite sequence witli>z, U >z, ->1) is an infinite sequence witk7, ->*. Commutation and
well-foundeness of-_, yield the contradiction. O

3.5.2 Candidate interpretations

Again, this section refers to candidate terms, rather than to candidate judgements. Computability of
candidate terms of variable type is reduced to the computability of candidate terms of ground type by
type instantiation. Our definition of computability for candidate terms of a ground type is standard, but
we must make sure that it is compatible with the equivaleageon types. Technically, we denote by

[o] the computability predicate of the type which, by construction, will be equal to the predic@té¢

for any typer =7, o. Without loss of generality, we assume a global environment for variables.

Definition 3.13 The family ofcandidate interpretation§o]},c7, is a family of subsets of the set of
candidates whose elements are the least sets satisfying the following properties:

(i) If o is a ground data type, then: o € [o] iff t € [7] for all ¢ :c 7 such thats >, ¢

(ii) If o is a ground functional typg — 7 thens € [o] iff Q(s,¢) € [7] forall ¢ :c€ [p];

(iii) If o is not ground, then € [o] iff s € [o¢] for all ground type substitutions

A candidate terns of typeo is said to becomputablef s € [o]. A vectors of terms of type is
computable iff so are all its components. A (candidate) term substityti®oomputable if all candidate
terms in{zvy | x € Dom(v)} are computable.
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Case (iii) in the definition allows us to eliminate non-ground types by appropriate type instantiations:
all properties of candidate interpretations proved for ground types can then be easily lifted to non-
ground ones. This is so because Cases (i) and (ii) of the definition refer to ground types only: in Case
(i), p andT are ground since — 7 is ground; in Case (i)r is ground by Lemma 3.11. Therefore,

[o] is a subset of the set of candidate terms of typeecursively defined in terms of itself in Case

(i) whent =7, o, and of other set§r], in Case (i) and (i) witho >z, 7, and[p] with o >7 p.
Therefore, our definition splits into two: a definition of candidate interpretations on ground types, based
on a lexicographic combination of an induction on the well-founded type orderfndwhich includes

>7.), and a fixpoint computation for data types; a definition of candidate interpretations for non-ground
types which reduces to the definition on ground types.

Instead of our indexed family of sets, we could consider the fundfiorfs — 27 such that"(o) =
[o]. This function/” is defined by induction on types (usingr. ). Besides, for each date type (o) is
defined by a fixpoint computation (Case (i) with=7, ¢). Since Case (i) does not involve any negation,
it is monotonic with respect to set inclusion, therefore ensuring the existence of a least fixpoint.

The choice of a particular formulation for the computability predicate is entirely driven byoime
putability propertiesone needs. Most of these are proved for ground types by an "induction on the
definition of the candidate interpretations”, by which we mean an outer induction on the type ordering
>, followed by an inner induction on the fixpoint computation. Since the ordering computations in-
volve subterms, a potential difficulty is that a term of a ground type may have subterms of a non-ground
type. Fortunately, type comparisons will imply the type-groundness property when needed.

We denote by7!""" the set of ground types which are minimal with respectig.

Lemma 3.14 Assuming tha$S contains a constant, thefii" is a non-empty set of data types.

Proof: Because-7, is well-founded and arrow types cannot be minimabig . O
Preservation of data types follows easily from arrow preservation and stability:

Lemma 3.15 Assume that =7, 7 ando is a data type, them is a data type as well.

The following property is a clear consequence of the definition, Lemma 3.4 and arrow preservation:
Lemma 3.16 Assumer =7, 7. Then[o] = [7].

In the sequel, we assume that functional types are in canonical form and that in o = 0, —
. Oy — T.

We first give the properties of the interpretations. Properties (i) to (v) are standard. Recall that a term
is neutral if it is not an abstraction. Property (vi) is adapted from the simple type discipline, in which
case the property is true of all basic types. Property (vii) is void when the algebraic signature is empty.
It appeared first in [28].

Property 3.17 (Computability Properties)
(i) Every computable term is strongly normalizable;
(i) Assuming thak is computable and >, ¢, thent is computable;
(iii) A neutral terms is computable iff is computable for everysuch thats >, t;
(iv) If ¢ be a vector of computable terms such thdt) is a candidate term, thef(¢) is computable;
(V) Az : o.u is computable ifi.{z — w} is computable for every computable tetm o;
(vi) Lets ;¢ 0 € T&"". Thens is computable iff it is strongly normalizable.
(viiyLet f : T — 7 € Fands = f(3) :¢ 0. Thens is computable if :- @ is computable.
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Our definition does not explicitly state that variables are computable. Variables of a data type are of
course computable by definition (item (i)) since they have no reduct. But variables of a functional type
will be computable by computability property (iii). This will actually forbid us to prove the computabil-
ity properties (i), (ii) and (iii) separately. A possible alternative would be to modify the definition of the
computability predicates by adding the property that variables of a functional type are computable. This
would make the properties (i), (ii) and (iii) independent to the price of other complications.

Proof:

e Property (iv).
Straightforward induction on the length ©&nd use of Case (ii) of the definition.

e Properties (i), (ii), (iii).
Note first that the only if part of property (iii) is property (ii). We are left with (i), (ii) and the if
part of (iii) which we now spell out as follows:

Given a ground type and a candidate termsuch that : o € [o], we prove by induction on the
definition of [¢] that

() s is strongly normalizable;
(i) Vt :¢ 7 such thats >, t, t iS computable;
(iii) Yu :¢ o neutral,u is computable ifv : 6 € [0] for everyw such that: > ,ypo w.

SiNCe s > jorpo t AN U > p0rpo w, it fOllows from the definition of the ordering that >7, 7 and
o >, 0, implying thatT and ¢ are ground by Lemma 3.11. We prove each property in turn,
distinguishing in each case whetheis a data type or functional.

(i) (a) Assume first thatr is a data type. All reducts of are computable by definition of the
interpretations, hence strongly normalizable by induction hypothesis, implying tilsat
strongly normalizable.

(b) Assume now that = 6 — 7, and lets) = s :c 0 = Oy >horpo 51 :c 61 - - - >horpo Sn C
0y, = horpo - - - D€ @ derivation issuing from Note thaty; must be ground by Lemma 3.11.
Hences,, € [0,] by assumption for. = 0 and repeated applications of induction property
(ii) for n > 0. Such derivations are of the following two kinds:
i. 0 >, 0; for somei, in which casey; is strongly normalizable by induction hypothesis,
hence the derivation issuing frosris finite;
ii. 8, =7, oforall n, inwhich casgQ(s,,,y :c 01) :c 02 — ...0,, — T}, IS @ sequence
of candidate terms of ground types which is strictly decreasing with respegl,ig,
by monotonicity. Since > 01, y :¢ o1 is computable by induction hypothesis (iii),
hence, by definition@(s,, y) is computable. By induction hypothesis (i), the above
sequence is finite, implying that the starting sequence itself is finite.

(i) (a) Assume that is a data type. The result holds by definition of the candidate interpretations.
(b) Letoc = # — p, hencef) andp are ground. By arrow preservation and decreasingness
properties, there are two cases:
i. p >7, 7. Sinces is computableQ(s, u) is computable for every € [0]. Lety :¢ .
By induction hypothesis (iii))y € [0], henceQ(s,y) is computable. Sinc€(s,y) :¢
P =horpo t :c T Dy case 5 of the definitiort,is computable by induction hypothesis (ii).
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i. 7 =0 — o, hencef’ andp’ are ground, with =, 6 andp >z, p'. Sinces
is computable, givem. € [0], then@(s,u) € [p], hence, by induction hypothesis
(i) Q(t,u) € [p']. Since[d] = [¢'] by Lemma 3.16¢4 € [r] by definition of the
interpretations.

(i) (&) Assume that is a data type. The result holds by definition of the candidate interpretations.
(b) Assume now that = 0y — ... — o0, — 7, Wheren > 0 andr is a data type. Then,

o1,...,0,, T @re ground types. By property (iv) is computable ifQ(wu, uy, ..., u,) is

computable for arbitrary terms, € [o1],...,u, € [0,] which are strongly normalizable

by induction property (i). By definition, asis a data typeQ(u, u, . . . , u,) iS computable

iff so are all its reducts.

We prove by induction on the multiset of computable terfus, ..., u,} ordered by

(™ horpo)mw the property (H) stating that all termsstrictly smaller thar@(u, u4, . . ., u;)

in >norpo are computable. Remark thathas a ground type by definition of the ordering

and Lemma 3.11. Taking= n yields the desired property, implying thats computable.

If + = 0, terms strictly smaller tham are computable by assumption. For the gen-

eral case, let = (j + 1) < n. We need to consider all terms strictly smaller than

Q(Q(u,uy,-..,u;),u;+1). Sincew is neutral, hence is not an abstraction, there are two

possible cases:

i Q(Q(u, uq, ..., u;),ujt1) >horpo w Dy Case 5. There are again two possibilities:

— Qu, U1, . .., Uj) Zhorpo w, @Nd thereforeQ(u, uy, ..., u;) >porpo w for type reason
sincew is also a reduct ofd(u, uy, ..., u;+1). We then conclude by induction hy-
pothesis (H).

— Uj11 Zhorpo w- We conclude by assumption and induction property (ii).

ii. QQ(u, uq, ..., u;),uj11) =horpo w by Case 9, hence = Q(w). By definition of the
multiset extension and for type reasons, there are the following two possibilities:
—for all v € w, either@(u,uy, ..., u;) >norpo v, @andv is computable by induction

hypothesis (H), ok;.+1 =00 v, iN Which casev is computable by assumption and
induction property (ii). It follows thatv is computable by Property 3.17 (iv).

—wy = Q(u,uy,...,u;) andu; 1 = norpo w2, IMplying thatw, is computable by as-
sumption and induction property (ii). By induction property (H), all reducts afre
computable. Since is an application hence is neutral, it is computable by induction
property (iii).

As a consequence, all reducts®fu, us, . .., u,) are computable and we are done. O

e Property (v), assuming that the type)of : 0.« is ground. In particulas is a ground type, as well
as the type of:.

The only if part is property (ii) together with the definition of computability. For the if part, we
prove that@(\x.u, w) is computable for an arbitrary computakbeof type o such thatu{z — w}
is computable, implying thatz.u is computable by Definition 3.13 (ii).

Since variables are computable by property (iii}= u{x — x} is computable by assumption. By
property (i),u andw are strongly normalizable, hence they are strongly normalizable by property
(). We can now prove tha®(\z.u,w) is computable by induction on the p4dit, w} ordered by

(> horpo)1e- BY property (iii), the neutral term@(\z.u, w) is computable iffv is computable for all

v such that@(A\x.u, w) >=pepo v. ONCE More, the definition and Lemma 3.11 imply that the type of
v is ground. There are several cases to be considered.
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1. If the comparison is by case 5, there are two cases:
- if w =000 v, We conclude by property (ii).
- if Av.u>porpo v, there are two cases. 1if>~,,,,v by case 6, we conclude by property
(i) again. Otherwisep = Mr.w’ andu >pop v/, iIMmplying thatw’ has a ground type, and
u{x — W} = porpo v'{x — w} by Lemma 3.6. By assumption and property @Xz — w} is
therefore computable. Hence(v, w) which has the same ground typeidss computable by
induction hypothesis applied to the p&ir= \z.u’, w). We then conclude by definition of the
interpretations that is computable.

2. If the comparison is by case 9, ther= @(v) and all terms in7} are smaller tham or \z.u,
hence have a ground type. There are two cases:
-v1 = Ax.u andw >pep v; for ¢ > 1. Thenw; is computable by property (ii) and, since
u{x — w9} is computable by the main assumption(v;, v;) is computable by induction
hypothesis. v = @Q(vy, v9), we are done, and we conclude by property (iv) otherwise.
- For all other cases, terms inare reducts ofz.u andw. Note that reducts ab and reducts
of A\z.u which are themselves reductswofare computable by property (ii). Therefore, if all
terms inv are such reducts, is computable by property (iv).
Otherwise, for typing reasony is a reduct of\z.u of the form Az.u" with w >4, v/, and
all other terms irv are reducts of the previous kind. By the main assumptidm, — v"}
is computable for an arbitrary computablé Besidesu{z — v"} =porpo '{z — 0"} by
Lemma 3.6. Therefore'{x — v"} is computable for an arbitrary computabléby Property
(il). By induction hypothesis@(v;, v5) is again computable. if = Q(vy, v,), we are done,
otherwisev is computable by property (iv).

3. Otherwise@(\r.u, w) >porpo v Dy case 11, thea{z — w} >4y, v. By assumptiony{z —
w} is computable, and heneds computable by property (ii).

e Property (vi).

The only if direction is property (i). For the if direction, letbe a strongly normalizable term of
ground types € 74", We prove that is computable by induction on the definition ©f,,, ..
Sinceo is a data types must be neutral. Let now:-,,,, t :c 7, hencer >4, 7 which is therefore
ground. By definition of7"", =, o, hence, by Lemma 3.15,is a data type, and sineeis
minimal, so ist, hencer € 72", By assumption os, ¢ must be strongly normalizable, and by
induction hypothesis, it is therefore computable. Since this is true of all redugtdpfdefinition

s is computable.

e Property (vii).
Assuming that the type of f(5) is ground does not imply, unfortunately, that termssihave
a ground type. On the other hand, all other properties have been already proved, hence hold for
arbitrary types by the lifting argument. Because we do not need to refer to the definition of the
candidate interpretations in the coming proof, but will use instead the proved computability proper-
ties, we will be able to carry out the proof without any groundness assumption. In particular, since
terms ins are computable by assumption, they are strongly normalizable by property (i). We use
this remark to build our induction argument: we prove tfigt) is computable by induction on the
pair (f,s) ordered lexicographically by> =, (=horpo)stat ; )iea-

Sincef(s) is neutral, by property (iii), it is computable iff evetysuch thatf (5) >0 t iS COM-
putable, which we prove by an inner induction on the size @¥e discuss according to the possible
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cases of the definition of ;...

1. Let f(35) =horpo t DY case 1, hence; =;,,,,t for somes; € 5. Sinces; is computabley is
computable by property (ii).

2. Lets = f(3) =horpo t Dy case 2. Then= g¢(f), f > g and for everyv € ¢ eithers >, v,
in which casev is computable by the inner induction hypothesisy t},,,, v for someu € 5
andv is computable by property (ii). Thereforé,is computable, and sincé >r g, t is
computable by the outer induction hypothesis.

3. If f(3) =horpot DYy case 3, them = ¢(?), f =7 ¢, andS(>porpo)mut. By definition of the
multiset comparison, for evety € ¢ there is some; € 5, S.t.s; =, ti, hENCE, Dy property
(i), t; is computable. This allows us to conclude by the outer induction hypothesis ihat
computable.

4. 1f f(5) =horpo t Dy Ccase 4, thet = g(%), f =r g, S(>horpo)iet @aNd for everyv € ¢ either
F(5) = horpo ¥ OF U = p0rpo v fOr someu € 5. As in the precedence case, this implies thist
computable. Then, SiNG& >0 )ie.t, t iS computable by the outer induction hypothesis.

5. If £(35) >norpo t Dy Case 7, lefi(ty, ..., t,) be the partial left-flattening dfused in that proof.
By the same token as in case 2, every ternt is computable, henceis computable by
property (iv).

6. If f(35) >horpot DY case 8, them = Mr.u with = ¢ Var(u), and f(35) >perpo u. By the in-
ner induction hypothesis; is computable. Hencei{x — w} = wu is computable for any
computablev, and thereforel, = A\x.u is computable by property (v). O

3.5.3 Strong normalization proof

We are now ready for the strong normalization proof.

Lemma 3.18 Lety be a type-preserving computable substitution abd an algebraic\-term. Theny
is computable.

Proof: The proof proceeds by induction on the size. of
1. tis avariabler. Thenx~ is computable by assumption.

2. t is an abstractionz.u. By Property 3.17 (v){v is computable ifuy{z — w} is computable for
every well-typed computable candidate termTakingd = U {x — w}, we haveuy{z — w} =
u(y U {x — w}) sincex may not occur iny. Sinced is computable an¢t| > |u|, by induction
hypothesisy.d is computable.

3. t = Q(ty,t3). Thent;y andt,y are computable by induction hypothesis, hehisecomputable by
Property 3.17 (iv).

4.t = f(t1,...,t,). Thent;y is computable by induction hypothesis, herigeis computable by
Property 3.17 (vii). O

We can now easily conclude the proof of well-foundedness needed for our main result, Theorem 3.2,
by showing that every term is strongly normalizable with respegt;{g,,.

Proof: Given an arbitrary term let v be the identity substitution. Sincgis type-preserving and
computablet = ¢+ is computable by Lemma 3.18, and strongly normalizable by Property 3.17).
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The restriction of our proof to the first-order sublanguage reduces essentially to Property 3.17 (vii),
in which computability is simply identified with strong normalizability. This simple proof of well-
foundedness of Dershowitz’s recursive path ordering is spelled out in full detail in [27]. The same proof
technique had previously been used in a first order context first by Buscholz [10], and later in [19]
and [23]. This simple well-foundedness proof of RPO proof does not use Kruskal’s tree theorem, and of
course, does not show that the recursive path ordering is a well-order. It appears therefore that proving
the property of well-foundedness of the recursive path ordering is quite easy while proving the slightly
stronger (and useless) property of well-orderedness becomes quite difficult.

3.6 Examples

We now illustrate both the expressive power of HORPO and its weaknesses with more examples. We
start with a polymorphic example that shows the power of Case 7 of HORPO.

Example 12 (adapted from [38]) LeS = {},S" = {«, 3} and

dapply : 3 x (6 — ) x (6 — B) = 5,
lapply : B x List(f — ) =
{F,G: 08— p, x: [} = dapply(z, F,G) — F(G(z))
{z:a} - lapply(x,nil) — x
{F:8—0,z:0,1: List(f — 3)} + lapply(x,cons(F,L)) — F(lapply(z, L))

The first rule follows by applying Case 7 twice. The second one holds by Case 1. For the third, we
needList(a) >7, o for every typen. Using Case 7, we show thaipply (z, cons(F, L)) > porpo F Which
holds by applying Case 1 twice (note that types decreaseyapt/(x, cons(F, L)) = phorpo lapply(x, L)
which holds by applying Case 3 (takidgpply € Mul) and Case 1 forons(F, L) > porpo L- O

{ nil = List(a), cons : a x List(a) = List(a),
F =

The following classical example defines insertion for a polymorphic list. Polymorphism is then ex-
ploited by applying the algorithm to particular ascending and descending sorting algorithms for lists of
natural numbers.

Example 13 Insertion Sort. LeS” = {a}; S = {N : %, List : * = x}
nil : List(«); cons : o x List(a) = List(a);
insert : a X List(a) X (« = a — a) X (« = a — «) = List(a);
F =< sort: List(a) X (¢ = o — a) X (a« = o — «) = List(a);
ascending_sort, descending_sort : List(N) = List(N);
maz,min : N x N = N
Letl'Ty ={X,Y:a—a—amn:atandl, ={X.Y :a—a— a,n,m:a,l: List(a)}.

r F insert(n,nil, X,Y) — cons(n,nil)
[y F  insert(n,cons(m,l),X,Y) — cons(X(n,m),insert(Y (n,m),l, X,Y))

The firstinsert rule is easily taken care of by applying Case 2 with the precedaneet > cons,
and then Case 1. For the second rule, we use Case 2 and recursively need to show two subgoals:
insert(n, cons(m, 1), X,Y) = phorpo @Q(X, n,m),
which follows by Case 7, and then Case 1 recursively (usiisg(«) >, «);
insert(n, cons(m, ), X, Y) =porpo insert(Y(n,m),l, X,Y),
which follows by Case 4 with a right-to-left lexicographic statusd#esert, calling recursively for the
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subgoalinsert(n, cons(m, 1), X,Y") =phorpo @Q(Y, n, m) which is solved by Case 7 and Case 1. We now
give the rules for sorting:

{X,)Y:a—a—a}tFsort(nil, X,Y) — nil
{X,)Y:a—a—an:al: List(a)} F sort(cons(n,l), X,Y) — insert(n,sort(l, X,Y), X,Y)

These rules are easily oriented by,,,,, with the precedenceort > » insert. We now introduce rules
for computingmaz andmin on natural numbers (with eithér: : N} or {z,y : N} as environment):

max(0,z) — x max(z,0) — = mazx(s(z),s(y)) — s(maz(x,y))
min(0,z) — 0 min(z,0) — 0 min(s(z),s(y)) — s(min(x,y))

We simply need the precedengeiz, min >z s for these first-order rules. We come finally to the
ascending and descending sort functions for lists of natural numbers, for which typing the righthand
sides (with type N) illustrates the use of type substitutions:

{l: List(N)} F  ascending_sort(l) — sort(l, \zy.min(z,y), \xy.maz(z,y))
{l: List(N)} F descending_sort(l) — sort(l, \zy.maz(x,y), \ey.min(x,y))

Unfortunately, >, fails to orient these two seemingly easy rules. This is so, because the term
Azy.min(z,y) occurring in the righthand side has type N N — N, which is not comparable to
any lefthand side type. We will come back to this example in Section 4. O

We now come to a more tricky example, for which we actually need the transitive closure of the
ordering to show termination of a rule, that is, we will need to invemhiddle terms such that
L horpo S ™ horpo T fOr sOme ruld — r.

Example 14 (Surjective Disjoint Union, taken from [47]). Let
S={A,B,U},a € {A, B, U},
F={inl: A= U;inr: B=U;case, : U x (A — a) x (B — «a) = a}.

{X:AF:A—-aG:B—a} F case,(inl(X), F,G) — Q(F,X)
{Y:B,F:A—a,G:B—a} F case,(inr(Y), F,G) — Q(G,Y)
{Z U F:U—a} F o caseq(Z, e H(inl(x)), xy.H(inr(y))) — Q(H,Z)

The typeU here is the disjoint union of typed and B, while the case, function is the associated
recursor. This construction exists in functional languages with sum types.

Note that we writed(F, X) instead ofF'(X) to make clear tha® is the top function symbol of the
term F'(X). For the type ordering we neetl =7, B =7, U. The first two rules are taken care of by
Case 7. For the last one, we apply Case 7, and then prové(inl(x)) >xorp0 H Dy showing

e H(inl(z)) > M.H(z) » H
horpo horpo
The last comparison holds by Case 12. The first one holds by Cases 10, then Case 9 and finally Case 1.
4 Computability Closure

The ordering is quite sensitive to innocent variations of the rules to be checked, like adding (higher-
order) dummy arguments to righthand sideg-@xpanding higher-order variables in the righthand sides.
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We will solve these problems by improving our definition in the light of the strong normalization proof.
In Case 1 of Definition 3.1, we assume that the righthand side teésnindeed smaller or equal to a
subtermu of the lefthand sidgf (5). Assuming that is computable, we conclude by Property 3.17 (ii)
thatt is computable. This argument comes again and again in the proofs of the computability properties.
Let us now change the definition of Case 1, and requireithat@Q(v, w) >0 t, fOr some subterms

v andw of s. By assumptiony andw are computable, making(u, v) computable by Property 3.17
(iv), and we are back to the previous case We see here: timaty not be a term i@, but must be built
from terms ins by computability preserving operations. For example, since a higher-order vakiable
computable if and only ifx. X (=) is computable, we may have as a subterm of the lefthand side of a
rule, and\z. X (x) in the righthand side. This discussion is formalized in subsection 4.1 with the notion
of a computability closure borrowed from [6], with a slightly enhanced formulation.

4.1 The Computability Closure

Given a set of computable terms, the computability closure builds a superset of computable terms
by using computability preserving operations such as those listed in Property 3.17. First, we need a
technical definition allowing us to control the type of a selected subterm:

Definition 4.1 Let >7, be a type ordering. The (strictype-decreasing subterm relatjasienoted by
>>, . isdefinedass: o>, t:7iff s> 1, 0 >7, 7 andVar(s) C Var(t).

Definition 4.2 Given atermt = f(¢) with f € F, we define it€omputability closur€C(t) asCC(t, D),
whereCC(t, V), withV N Var(t) = 0, is the smallest set of typable terms containing all variableg,in
all terms int, and closed under the following operations:

1. subterm of minimal type: let € CC(¢,V), andu : o be a subterm of such thatr € 7" and
Var(u) C Var(t); thenu € CC(t,V);

2. precedence: lgf such thatf > g, ands € CC(t,V); theng(s) € CC(t,V);

3. recursive call: lets be a sequence of terms @t (¢, V) such that the ternf(s) is well typed and
%<>'horpo UDZTS)statfg; theng(g) S CC(t, V) for everyg =r f,

4. application: lets : 0y — ... — 0, — 0 € CC(¢,V) andu; : o; € CC(t, V) for everyi € [1..n];
then@(s, uy, ..., u,) € CC(t,V);

5. abstraction: letz ¢ Var(t) UV ands € CC(¢t,V U {z}); theniz.s € CC(t,V);

6. reduction: letu € CC(t, V), andu =, v; thenv € CC(t, V);

7. weakening: let: & Var(u,t) UV. Thenu € CC(t,V U {z}) iff u € CC(t, V).

As an illustration of the definition, we show that abstraction as well as extensionality are equivalences:

Example 15 Assume that\r.s € CC(¢, V) andz & Var(t) UV. By weakening \r.s € CC(t,V U {x}).
Sincex € CC(t,V U {z}) by base case of the definitioq,(\x.s,x) € CC(t,V U {z}) by application
case. Therefore, € CC(t,V U {x}) by reduction case. 0

29



Example 16 Assuming that: ¢ Var(u) UV, we show thate.Q(u, z) € CC(t, V) iff u € CC(t, V).
For the if direction, assuming without loss of generality that Var(t), by weakeningu € CC(¢, VU
{z}). By basic caser € CC(t,V U {z}), hence, by applicationQ(u,z) € CC(t,V U {x}), and by
abstraction, we getr.Q(u, z) € CC(t, V).
Conversely, assuming that.Q(u, x) € CC(t,V) with = ¢ Var(u), thenu € CC(t, V) by reduction,
sincel\r.Q(u, x) > porpo w Dy Case 12 of Definition 3.1. O

An important remark is that we use the previously defined ordeting,, in Case 6 and the relation
> horpo UD>> 1 in Case 3 of the closure definition instead of simplyeductions ang’ U >-reductions
respectively as in [32]. And indeed, we will consequently us$g.,, and >0 Us>,  as induction
arguments in our proofs. The derivation of the extensionality rule shows the usefulness of rule 6. A
price has to be paid for the added expressive power: beoay;go is not order-isomorphic to the
natural numbers, the computational closure may be infinite, and sifige, is probably undecidable,
so is the membership of a term to the computability closure. But this membership remains decidable if
the number of times Rules 6 and 3 are used is bound. In practice, we can restrict their use by allowing
a single step only, which is enough for all examples of the paper. More complex examples to come
illustrate how checking membership of a term to a closure can be done by a goal-oriented use of the
rules of Defining 4.2.

The following property of the computability closure is shown by induction on the definition:

Lemma 4.3 Assume that, € CC(t). Then,uy € CC(tv) for every type-preserving substitution

Proof: We prove that it € CC(t,V) with V C X\ (Var(t) U Var(ty) U Dom(y)), thenuy €
CC(t~,V). We proceed by induction on the definition@f (¢, 1’). Note that the property ov depends
ont and~, but not onu. It will therefore be trivially satisfied in all cases but abstraction and weakening.
And indeed, these are the only cases in the proof which are not routine, hence we do them in detail as
well as Case 1 to show its simplicity.

Case l:lets = f(5) : ¢ € CC(t,V) with f € F andu : 7 be a subterm of with & € 72" and
Var(u) C Var(t). By induction hypothesissy € CC(tvy,V). By assumption om, uy : 7 is a
subterm ofsy : o andVar(uy) C Var(ty). Thereforeuy € CC(tv,V) by Case 1.

Case 5: letu = Az.swithz € X\ (VU Var(t)) ands € CC(t,V U {x}). To the price of renaming the
variablez in s if necessary, we can assume in addition that Var(ty) U Dom(), and therefore
VU{z} C X\ Var(t) U Var(ty) UDom(v)). By induction hypothesisyy € CC(tv,V U {x}).
Sincexz ¢ Var(ty) UV, by Case 5 of the definitionz.sy € CC(tvy, V) and, sincer & Dom(7),
we haveuy = A\x.sv.

Case 7: let’ = V U {z}. By definition,u € CC(t,V’), with x ¢ Var(u,t) U V. By induction hypothesis,
uy € CC(ty,V"). Sincex & Var(uy,ty) UV, uy € CC(tv,V) by Case 7.

O
Lemma 4.4 Assume that : ¢ € CC(t : 7). Thenud : o&s € CC(t6 : Ts) for every specialization.

Proof: The proof is similar as previously, but uses the polymorphic property,9f,, in Case 6.
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4.2 The Higher-Order Recursive Path Ordering with Closure

From now on, both orderings;,,,, and> .-, Will coexist. They differ only by the definition of the
property A, and by the first, subterm case. As a way to stress their similarities, we do not reformulate
the entire ordering. Environments and types are again omitted here.

A=Yvets = voru = vforsomeu € CC(s)

chorpo chorpo

Definition 4.5

s:o > t:7iffo >4 7and

chorpo

1. s = f(s)with f € F,and (i)u > tforsomeu € sor (i) t € CC(s)

chorpo

Cases 2 to 12 are kept unchangeg,.,p, (resp. =) being replaced by-ciorpo (F€SP. = chorpo)-

The definition is recursive, since recursive calls operate on pairs of terms which decrease in the well-
founded ordering>j.orpo, ™) right—to—ie ft—iex-

As an easy consequence of Case 1, we obtairsteaif (s) : 0 >chorpot : 7 With f € Fif 0 = 7 and
t € CC(s). This shows that the technique based on the general schema, essentially based on the closure
mechanism introduced by Blanqui, Jouannaud and Okada [6], is a very particular case of the present
method. Besides, this new method inherits all the advantages of the recursive path ordering, in particular
it is possible to combine it with interpretation based techniques [12].

The proofs of Lemmas 3.8, 3.6 and 3.7 are easy to adapt (using now Lemma 4.3 for the proof of the
new version of Lemma 3.6 and Lemma 4.4 for Lemma 3.7) to the ordering with closure:

Lemma 4.6 > .4, IS monotonic, stable, and polymorphic.
4.3 Strong Normalization

We first show that terms in the computability closure of a term are computable.
First, the computability predicate is of course now defined with respegt.t9,,. To show that
the computability properties remain valid, we simply observe that there is no change whatsoever in the
proofs, since the rules applying to application-headed terms did not change. For this, it is crucial to
respect the given formulation of Case 5, avoiding the use of the closure as in Case 1. Actually, we could
have defined a specific, weaker closure for terms headed by an application, to the price of doing again
the two most complex proofs of the computability properties. We did not think it was worth the trouble.
Second, we are still using the previous ordering,,, in the definition of the new ordering .;orpo,
via the closure definition in particular. We therefore need to provethat, C > cnorpo IN Order to apply
the induction arguments based on the well-foundedness;gf,, on some appropriate set of terms:

Lemma 4.7 >-horpo g >'chorpo-

The proof is easily done by induction since all cases in the definition,gf,, appear in the definition
of > norpo-  The importance of this lemma comes from the computability properties. By the above
inclusion, any term smaller than a computable term in the orderfing,, will therefore be computable
by Property 3.17 (ii).
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We may of course wonder Whetherjm,po C > chorpor L€ ST =horpo S2 = horpo - - - ™ horpo Sn- THEN
$1 > chorpo S IN CasSes, € CC(sy). This is in particular true wher, € CC(s;), since Case 6 of the
closure definition then implies that € CC(s1). This is not true in general since ¢ CC(s).

We now show that- ., which is monotonic for terms of equivalent types and well-founded, remains

well-founded when combined witl >, _:

Lemma 4.8 Let > be a well-founded relation on terms which is monotonic for terms of equivalent types
(in =7). Then,> U, is well-founded.

Proof: Since> is well-founded, it is enough to show the absence of infinite decreasing sequences
for terms of equivalent types, which follows from the fact thaa.;tTS and> commute for such terms by
monotonicity of>. O

We now come to the main property of terms in the computability closure, which justifies its name:

Property 4.9 Assume : 7 is computable, as well as every tei¥) with s computable and(s) smaller
thant = f() in the ordering(>x, (> rorpo UDsz)smtf)lez operating on pairg f, t). Then every termin
CC(t) is computable.

The precise formulation of this statement arises from its forthcoming use inside the proof of Lemma 4.10
Proof: We prove that : o is computable for every computable substitutioof domain)’ and every
u € CC(t,V) such that’ N Var(t) = (). We obtain the result by taking = (). We proceed by induction
on the definition o€CC(t, V).
For the basic case: if € V, thenuy is computable by the assumption onif v € ¢, we conclude
by the assumption thatis computable, sincey = u by the assumption that N Var(t) = 0; and ifu
is a subterm off (¢), we again remark that acts as the identity on such terms, and therefore, they are
computable by assumption.
For the induction step, we discuss the successive operations to form the closure:

case l:u is a subterm of type i of somev € CC(t, V). By induction hypothesig;y is computable,
hence strongly normalizable by Property 3.17 (i). By monotonicity-f,,,.. its subtermuy is
also strongly normalizable, and hence computable by Property 3.17 (vi).

case 2:u = g(u) whereu € CC(t,V). By induction hypothesisjy is computable. Sinc¢ >~ g, uy is

computable by our assumption that terms smaller th@nhare computable.

case 3:u = g(u) wheref =5 g,w € CC(t,V) andVar(u) C Var(t). By induction hypothesisiy is com-
putable. By assumption, and stability of the ordering under substituti90s;,o,po U, )stat ;WY -
Note thatiy = ¢ by our assumption that N Var(t) = (). Thereforeuy = g(wy) is computable by
our assumption that terms smaller th&m) are computable.

case 4: by induction and Property 3.17 (iv).

case 5: letu = \r.s with z ¢ V ands € CC(t,V U {z}). To the price of possibly renaming we can

assume without loss of generality thatZz Dom(v) U Var(t). As a first consequenc®,U {z} N
Var(t) = (); as a second, given an arbitrary computable tetmy’ = vU {x — w} is a computable
substitution of domaiv U {z}. By induction hypothesissy’ is therefore computable, and by
Property 3.17 (v)(\x.s)v is computable.

case 6: by induction, stability and Property 3.17 (ii).
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case 7: by induction hypothesis. O

We now restate Property 3.17 (vii) and show in one case how the proof makes use of Property 4.9.
Lemma 4.10 Let f € F and lett be a set of terms. Kis computable, theri(?) is computable.

Proof: We prove thaf (7) is computable if terms ihare computable by an outer induction on the pair
(f, 1) ordered lexicographically by the orderiqig =, (> crorpo U, )stat; )iezs @Nd @n inner induction on
the size of the reducts of Since terms i are computable by assumption, they are strongly normalizable
by Property 3.17(ii), hence, by Lemma 4.8 the ordering-, ((>chorpo UDzTS)smt)lex is well founded
on the pairs satisfying the assumptions.

By Lemma 4.7, the set of pairs smaller than the pAit) for the ordering > =, (> crorpo Ub>> )stat)lex
contains the set of pairs that are smaller than that pair for the ordesing > 1,orpo U, )stat)iex- THIS
key remark allows us to use Property 4.9.

The proof is actually similar to the proof of Property 3.17 (vii), except for Case 1 and for the cases
using propertyA. We therefore do Cases 1 and 2, the latter using property

case 1: letf (Z) > chorpo s by Case 1, hencg =, s for somet; € tors € CC(t). In the former case, since
t; iIs computables is computable by Property 3.17 (ii); in the latter case, all terms smaller than
f(t) with respect ta(> r, (= porpo) stat )iez @re computable by induction hypothesis and the above
key remark, hence is computable by Property 4.9.

case 2: let = f(f) >chorpo s Dy case 2. Ther = ¢(5), f ># g and for everys; € 5 eithert = ;p0 Si, IN
which cases; is computable by the inner induction hypothesisy &f,,,,,, s; for somev € CC(t),
in which casev is computable by Property 4.9 and henges computable by Property 3.17 (ii).
We then conclude thatis computable the by outer induction hypothesis sificer g. O

Theorem 4.11 -7, is a polymorphic higher-order reduction ordering.

chorpo

Proof: Thanks to Property 4.9, the strong normalization proof of this improved ordering is exactly the
same as the one for HORPO, using of course Lemma 4.10 instead of Property 3.17 (vii). Using now
Lemma 4.6, we therefore conclude that the transitive closure gf,, is a higher-order polymorphic
reduction ordering. O

4.4 Examples

This new definition of the ordering is much stronger than the previous one. In addition to allowing us
proving the strong normalization property of the remaining rules of the sorting example, it also allows
proving termination of the following rule, which is added to the rules of Example 8:

Example 17 zxy — rec(y,0,\z120.2 + 25)

This rule can be proved terminating with the precedence- {rec, +,0}. Indeed,
T %Y > chorpo T€C(Y, 0, A\2120.2 + 22) DBy Case 2 0Fp,orpo, SINCET * Y = chorpo Y DY CASE 12 % Y > chorpo 0
by case 2 again, ankk;zo.2 + 25 € CC(x % y):
applying Case 5 of the definition of the computability closure twice, we need to shew, € CC(x *
y,{z1,22}). By Case 2 we are left with € CC(x xy, {21, 22}) andz, € CC(x xy, {21, 22}), which both
hold by base Case of the definition of the computability closure. O

The coming example is quite classical too.
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Example 18 Let

S = {List : x = *}; 8" = {a}
F_ 0,1:a;+:axa= a;nil : List(a);cons : o x List(a) = List(a);
N foldl : (a—>a—>a) X a X List(a) = «; sum : List(a) = o;+°: a0 — a = «

{r:a, F:a— a—a} + foldl(F,z,nil) — =x
{r,y:a, F:a— a—a«,l: List(a)} +  foldl(F,z,cons(y,l)) — foldl(F,(F xy),l)
{} H +¢ — Ay +y
{l: List(a)} = sum(l) —  foldl(+¢,0,1)

The first rule is by subterm case.

For the second, we set a right-to-left lexicographic statugéadl, and, applying Case 4, we recur-
sively have to show that (i§" = .;op0 F; (i) foldl(F, x, cons(y, 1)) =chorpo Q(F, x,y), Which succeeds
easily by rule 7; and (iiiyons(y, [) > chorpo [, Which succeeds by subterm case providest (o) >7, o

For the third, we show thatzy.x + y is in the closure oft+¢, provided+¢ >z +, by successively
applying Case 5 twice, Case 2 and, finally, the base Case twice.

For the last, we add the precedeneen > { foldl,+¢, 0} in order to prove it by Case 2 of .01 po,
followed by Case 2 fosum(l) > om0 0 @and showing that-© € CC(sum(l)), by Case 2. O

The following example, a definition of formal derivation, illustrates best the power of the computabil-
ity closure.

Example 19 Let S = {} be the sort of real numbers.

D:(R—R)=(R—-RN);
F=2{ 0,1:—R; —, sin,cos,In: N =N,

+, X,/ RxR=R

D(\x

(Az
D(\z. sm(

D(A\z.cos(z

Az.0
Ax.1

) Azx.cos(x)

) )\x—sm(a:)
{F,G:R— R} = DAz.(F x) + (G x) Ar.(D(F) ) + (D(G) x)
{F,G:R—>R} F DAz.(Fx) x (G x) Az (D(F) x) x (G ) + (F x) x (D(G) x)
{F:R—-%} F  DQzin(Fu) Az (D(F) x)/(F x)

We takeD >z {0,1, x,—,+,/} for precedence and assume that the function symbols abéih

Apart from the first rule, this example makes a heavy use of the closure. The computations involved
are quite complex, and can be followed by using our implementation. The but-last rule, in particular, is
entirely processed by the closure mechanism (together with Case 1). This does not mean that it could be
already solved with the same proof by the technique developed in [6], where the computability closure
was first introduced without any other mechanism. The point is that the closure defined here is more
powerful thanks to case 6 based:ep,,,, instead of simply using-reductions as in [6].

Y)
)
)
)
)
)

Ll

We are not completely satisfied with this computation, though, because the structural definition of the
ordering has been completely lost here. We would like to improve the ordering so as to do more compu-
tations with the ordering and delegate the hard parts only to the more complex closure mechanism. For
the time being, however, the closure mechanism is the only one which applies to rules whose righthand
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side is an abstraction with the bound variable occurring in the body, assuming that the lefthand side of
rule is not itself an abstraction. We discuss its implementation in Section 5.2.
The next example (currying/uncurrying) shows again the use of a middle term.

Example 20 First, to a signaturg-, we associate the signature

peurry _ fito1xX...xX0;, =041 — ... — 0, — 7 fOreveryi € [0p]|
fio1x...x0,=0pp1 — ... = 0, — 7 €F Wherer is a data-type

and we introduce the following sets of rewrite rules for currying/uncurrying:

D {tiion, .t i o) F fiv1(te, - tj) — Q(f(t, ... 1), i)
: {tl 01y ... 7ti+1 . Ui+1} l_ @(fz(tl, .. ’ti)’ti+1) — fi+1(t17. .. ,ti+1)

Wheni = j, the above rules are clearly non-terminating since they originate from the same equation
oriented in both directions. Termination therefore requires that the two subsetd ./ of [0..p] are
disjoint. We postpone their precise definition.

Starting with the first rule, we s¢t., >» f;. Applying case 7 we have to show thgtt,, ... ¢t;) €
CC(fj+1(t1,...,tj+1)) which holds by the precedence case followed by the base case for all the argu-
ments.

Moving now to the second rule, we sgt>~ f; 1. The only possible case is subterm for application,
that is Case 5. But the obtained subggat. ..., t;) >chorpo fi+1(t1, ..., tir1) CaNNOt succeed since
there is a new free variable; ) in the righthand side. The computability closure does not help either
here, since it is defined for terms headed by an algebraic function symbol.

The trick is to invent a middle term, and show that the lefthand side is bigger than the righthand one in
thetransitive closureof the ordering. The convenient middle term her@{Sw. f; 11 (1, . . ., ti, ), tiv1),
which reduces to the righthand side by the use of Case 11. We therefore simply need to show that
the lefthand side is bigger than the middle term. Since both terms are headed by an abstraction, by
Case 9 we have to prove thétt:, . . ., ;) > chorpo AT fir1(t1, . - ., t;, ), which we prove now by showing
that the righthand side term is in the closure of the lefthand side one: by abstraction case we need
fiz1(te, ... t;,x) € CC(fi(t1,...,t;),{z}), and by precedence case, we are left with..¢;,z €
CC(f;(t1,...,t;),{z}), which holds by the base case.

Although the use of a middle terms looks like a lucky trick, the conditions for applying it successfully
can be easily characterized and hence implemented, making it transparent for the user. This is describec
in Section 5.

We can accommodate a mixture of currying and uncurrying by choosing an appropriate well-founded
precedence for selecting the right number of arguments desired for a given function symbok- let
[1..m] andl = [m + 1..p| for somem € [1..p], and let us add the rule

jeJC[l.p]
iel Cll.p|

{z1:01,...,xn 0n} b flag,. . mn) — fulxg, ... 20)

which is easily proved terminating by addiig>~ f,, to the precedence. The resulting set of rules will
then replace all occurrences pby f,, while adding or eliminating the necessary application operators.

4.5 A mutually inductive definition of the ordering and the computability closure

So far, we restrained ourselves using,,.,, in the computability closure definition, and used instead
> norpo IN Order to avoid a mutually inductive definition of the ordering and the closure. This allowed
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us to present both separately, starting with the computability closure which is built on a simple intuitive
idea. Using> 4. recursively in Cases 3 and 6 of the closure definition would of course yield a stronger
relation. In this section, we show that this indeed yields a well-founded ordering.

First, we need to show that the mutually recursive definition yields a leat fixpoint. This is the case
since the underlying functional is defined by a set of Horn clauses, hence is monotone.

Then, we need to show that the computability properties remain true when using this new definition.
Indeed, there is no impact on any of the proofs but thde proof of Lemma 4.9. However, it suffices to
replace the assumption based on the ordefing, (= norpo U>>7_ )stat, iz DY the very same assump-
tion based now on the stronger orderingr, (> crorpo UDsz)smt ;)iez- The proof then goes exactly as
before.

Finally, we remark that the proof of Lemma 4.10 is itself based on an induction with the ordering
(>r, (»ChOTpOUDZTS)Smf)zeE, hence can be kept as it is. Note however that we needed to prove that
~nhorpo Was included into> ;... This was Lemma 4.7, needed to relate both inductions, with re-
spect to(> x, (> hrorpo UDsz)statf)zea: in Lemma 4.9, and with respect (o r, (> chorpo Uszs)statf)lex
in Lemma 4.10. This is no more needed, hence the need for lemma 4.7 disappears.

5 Implementation

A PROLOG implementation is available from our web page whose principles are described here. We
define first an ordering on types satisfying the required properties before explaining how to approximate
(> horpo)* @nd the closure mechanism.

5.1 The recursive path ordering on types

Given a patrtial quasi-ordering s on sort constructors again callegpeecedenceas well as a status,
we define the following rpo-like quasi ordering on types:

LetB=YveTo>rv
Definition 5.1 o >4, 7 iff

l.o

c(o) for somec € S ando; >, 7 for somes; € 7

(@)
c(o) andt = d(7) for somer,d € S such that > d, and B
(@)

c(o) andt = d(7) for somer, d € S such thatt =5 d anda (> 7 ) mu™
= ¢(7) andt = d(7T) for somer, d € S such thatc =s d anda(>1 ). 7, and B

.o=a— f,andf > T

ovm.h.w!v

o=a—f,71=d = [, a=rd andp >, [

Note that, because of the subterm property for sort symbols (since they belong to a first-order unisorted
structure), our above definition &f (Vv € 7 o >7, v) is equivalent to the former definition &f applied
to types (v € T o >7, voru >z, v for someu € 7). This remark will be used in Section 6.3 to build
a single uniform ordering operating on both terms and types.

Proposition 5.2 >7; is a type ordering and-7. is the recursive path ordering generated by the given
precedence o08.
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Proof: It is clear that adding the subterm property for the arrow to the definition;ofyields the
recursive path ordering (note that the precedence is not changed, hence syndhdis ot compare
with the arrow). This shows the latter property and implies therefore well-foundedness .oArrow-
preservation and arrow-decreasingness are built-in. Stability is proved by induction on types. O

All examples given so far can use the above type ordering, provided the appropriate precedence on
type constructors is given by the user as well as their status.

5.2 Implementable approximation of=,,.p, and > cporpo

Among the many issues that must be dealt with, we consider here onhethenes. Guessing a
precedence and a status for the function symbols and the type constructors is by no means different
from what it is for Dershowitz’s recursive path ordering, and the technology is therefore well-known.
Accordingly, this is not done by our current implementation: the user is supposed to input the precedence
to the system which can themecka set of rules. On the other hand, guessing a middle term or how to
implement the closure mechanism effectively are new implementation problems that we consider here.

Property A. The non-deterministic or comparison of propositidrused in cases 2, 4, and 7, can be
replaced by the equivalent deterministic one:

Yo:petif p<g, 7 then sh> v otherwiseu = v for someu : # € 5 such tha¥ >7, p
oTpo horpo

Left-flattening. There is a tradeoff between the increase of types and the decrease of size when using
left-flattening in Case 9: moving from(Q(a, b), c¢)) to @Q(a, b, ¢) replaces the subterm(a, b) by the

two smaller subterms, b, buta has a bigger type than(a,b). Type considerations may therefore be
used to drive the choice of the amount of flattening.

Guessing middle terms. A weakness of our definition is that the relatien,,,, does not satisfy transitiv-

ity. This is why our statement in Theorem 3.2 u$es,.,,)*. In most examples, we have used,, .,

and indeed, the lack of transitivity has two origins: left-flattening and Cases 11 and 12. Therefore,
the use of these two cases will usually come together with the need of guessing a middiesterm

that s > 10rp0 U > horpo t, the second comparison being done by one of the above two cases. It turns out
that it is quite easy to guess when such a middle term may be necessary: when no case other than 11
and 12 applies to compaseandt. More specifically, when we need to compare a terheaded by an
application with a ternt headed by a function symbol. In this case, a middle tercan be generated

by -expanding, and we can now try applying Case 9 betweaandu and Case 11 betweenandt.
Similarly, in cases is an abstraction whosecannot be pulled out, we capexpand: before comparing

s andu by Case 10 and thenandt¢ by Case 12.

Approximation of the closure.  Our implementation of the closure mechanism is an approximation as well,

by weakening propositiod defined in Section 4.2 so as to be the same as in the subterm case (Case 1),
thatisA = Yo € t s = chorpo ¥ OF v € CC(s), which amounts to have a simple guess of the term
defined in the afore mentioned version4to bet itself. Reduction is only applied to the arguments

of the starting term itself, it can therefore now be seen as a new basic case. The implementation of
the other rules defining the closure is goal-directed. We have implemented a subset of them, namely
application, abstraction, precedence, recursive call and reduction which turned out to suffice for all our
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examples -we of course had proved these examples by hand before, but the resulting proofs were indeec
more complex proofs and used a larger set of rules. In the current version of the implementation, we
use> norpo recursively in the computability closure definition, rather thap,,, so as to enhance the
expressivity of the ordering.

Examples All examples considered in the paper have been checked with our implementation, therefore
supporting our claim that HORPO is automatable. The only user inputs are the following: the type
constructors, their arity and their precedence; the function symbols, their type and their precedence;
the terms to be compared and the type of their free variables. The implementation checks the type of
both terms to be compared in the environment formed by the type of the variables, and proceeds with
checking the ordering with the approximation:ef;,.,,, that we just described.

6 From Past to Future Work
6.1 Comparisons

Higher-order termination is a difficult problem with several instances.

Higher-order rules using plain pattern matching are routinely used in proof systems with inductive
types, at the object level @lel's recursor is one example), and at the type level as well (under the
name of strong elimination in the Calculus of Inductive Constructions [14]). These rules have a specific
format, hence their strong normalization property can be proved by ad’hoc arguments. By allowing
rule-based definitions in proof systems, one provides with more general induction schemas than the
usual structural induction schema for inductive types. This however requires user-defined plain higher-
order rules with the recursor rules for inductive types as particular cases. Then, showing that proof-
checking is decidable, and the obtained proof system is sound, requires proving that these rules are
strongly normalizing (together with the built-ifip rules). Our program aims at proving the strong
normalization property of such rules, therefore including the recursor rules for inductive types, and
provide a generic tool for that purpose. So far, we have answered this question within the framework
of polymorphic higher-order algebras only. Our future target is a framework including dependent types,
therefore containing the Calculus of Inductive Constructions as a special case.

Higher-order rewrite rules are also used in logical systems to describe computations over lambda-
terms used as a suitable abstract syntax for encoding functional objects like programs or specifications.
This approach has been pioneered in this context by Nipkow [40] and is available in Isabelle [44]. Its
main feature is the use of higher-order pattern matching for firing rules. A recent generalization of Nip-
kow’s setting allows one for rewrite rules of polymorphic, higher-order type [30, 26]. Proving the strong
normalization property of such rules is a different problem, somewhat harder, since requiring a well-
founded ordering compatible withn-equivalence classes of terms, and it is well known that building
compatible well-founded orderings is a hard problem as exemplified with the case of associativity and
commutativity in the first-order case.

There is still a third way of defining higher-order rewriting, due to Klop, which came actually first [36].
Retrospectively, this approach appears to be a sort of instance of Nipkow’s more recent approach, in the
sense that, given a set of rules, a typed term rewrites in Klop sense when it does so in Nipkow’s sense.
Since Klop was more interested in confluence than in termination properties, the question of proving
termination of Klop’s rewrite relation has not been investigated.

Surprisingly, the question of designing orderings for proving higher-order termination attracted at-
tention first within Nipkow’s framework. The initial attempts, however, including ours, were not very
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convincing. All methods were based either on very weak orderings [31], or required interaction with
a general purpose higher-order theorem prover [47]. Only recently were we able to answer the ques-
tion with a decidable ordering able to prove all examples we have found in the literature [33]. What is
interesting to note is that this ordering builds on the present one in a decisive way.

Let us therefore now compare the different attempts to prove termination of plain higher-order rules.
First, it should be noted that the present definition is by far superior to the one given in [32], which
could only compare terms of the same type, or of equivalent types. Consequently, we are able to solve
many more examples. Besides, the definition of the ordering has been enriched considerably, by adding
new cases. We are convinced that Definition 3.1 cannot be substantially improved, except by: han-

dling explicitly bound variables in the recursive calls; using the computability properties of subterms in
presence of inductive types; using interpretations as it was successfully done for the recursive path order-
ing [34] and for the first version of the higher-order recursive path ordering [12]. On the other hand, we
hope that the more complex closure mechanism can be improved and integrated to the ordering. These
improvements are carried out in part in [8].

There is an alternative to using the higher-order recursive path ordering for proving termination of
plain higher-order rewriting, based on the computability closure and the general schema [7]. Because
the main construction in [5] is the computability closure, it can indeed be obtained by restricting,
to its first case, and is therefore much weaker for our framework of polymorphic algebras. On the other
hand, this method is more advanced insofar it allows for dependent types and even for rules, like strong
elimination, operating at the type level. This lets us hope that generalizing the higher-order recursive
path ordering to dependent types may be at reach.

Let us finally mention two completely different methods by Jones and Bohr [25] and by Giesl, Thie-
mann and Schneider-Kamp [21]. They differ from ours by targeting functional programs rather than
proof systems, and encoding these programs as a set of termination-preserving applicative rules ob-
tained by Currying [35]. Termination of these applicative rules is then analyzed by various methods.
However, since the structure of terms is lost because of the translation, these methods must be based o
an analysis of the flow of redexes in terms. This analysis must of course cope with the flow of beta-
redexes via the translation. In presence of polymorphic or dependent types, there is no method known,
apart from Girard’s, which is able to account for the flow of redexes in lambda-terms. Therefore, we do
not think that these method can help us solving our grand challenge. In the simpler case of functional
programs, these methods may be quite effective whenever termination does not depend upon the type
structure used. We believe that the orderings methods considered here are inherently more powerful
since they can in principle easily integrate semantic information such as that obtained from an analysis
of the flow of redexes.

6.2 Future work

The higher-order recursive path ordering should be seen as a firm step to undergo further developments
in different directions. Two of them have been investigated in the first order framework: the case of
associative commutative operators, and the use of interpretations as a sort of elaborated precedence
operating on function symbols. The second extension has been carried out for a restricted higher-order
framework [12]. Both deserve immediate attention. Other extensions are specific to the higher-order
case: incorporating the computability closure into the ordering definition; enriching the type system
with inductive types, a problem considered in the framework of the general schema by Blanqui [7, 5];
enriching the type system with dependent types, considered for the original version of the higher-order
recursive path ordering [32] by Walukiewicz [50]. We suggest below a path to an extension of the
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higher-order recursive path ordering defined here to a dependent type framework.
6.3 A uniform ordering on terms and their types

We are going here to give a single definition working uniformly on terms and types. Its restriction
to types will be the type ordering defined in Section 3, while its restriction to terms will be the higher-
order recursive path ordering using this type ordering. This ensures that the new definition is equivalent
to Definition 3.1 when using the type ordering introduced in Section 5, since terms and types do not
interfere in our framework. The definition is very uniform, working by induction, as it is usual for the
recursive path ordering, with cases based on the top operator of the lefthand and righthand expressions
to be compared. What makes this uniform definition possible is that the type ordering is a restriction
of Dershowitz’s recursive path ordering for first-order terms, and that the higher-order recursive path
ordering restricts to Dershowitz’s recursive path ordering when comparing first-order terms.

For making uniformity possible, we add a new constant in our languageich that all types have
themselves type. We omit the straightforward type system for typing types, which only aims at verify-
ing arities of sorts symbols. will therefore be the only non-typable term in the language.

6.3.1 Statuses and Precedence

We assume given

- a partitionMul W Lex of F U S;

- a well-founded precedencers on F U S such that> rs is the union of a quasi-ordering» on F
and a quasi-ordering 7, onS whose strict parts are well-founded; variables are considered as constants
incomparable in> s among themselves and with other function symbols.

6.3.2 Definition of the ordering
Definition 6.1

LetA=VYvets = voru > vforsomeu s

horpo horpo

Givens:candt:7, s > tiffo=7=x%o0rc = 7and
horpo horpo

1. s = f(5) with f € S, andu > ¢ for someu € 5
horpo

2. s = f(s) andt = g(f) with f > s g, and A
3. s = f(3)andt = g(t) with f =x5 g € Mul ands( > )put

horpo

4. s = f(s)andt = g(t) with f =x5 g € Lex and§(h> )iext, and A

orpo

5.5=Q(sy,s9)ands; = torsy = t

horpo horpo
6. s =M :owu, ¢ Var(t)andu = t
horpo

7. s = f(3), Q(%) is an arbitrary left-flattening of, and A
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8.s=f(s)with f € F,t = A : ccowithz & Var(v) ands > v

horpo

9. s = Q(sq, $2), Q(¢) is an arbitrary left-flattening of and {s1, s2}( > )t

—
horpo
10. s= X r:a.uu, t = r: f.v,a=0 anduh> v

orpo

11. s = Q(\r.u,v) andu{zx — v} = ¢

horpo

12. s = \x.Q(u, z) withz & Var(u) andu > t

horpo

13.s=a — gB,andg = t

horpo

4. s=a—p,t=a —F,a = o' and =
horpo horpo
This uniform higher-order recursive path ordering operating on terms and types opens the way to its
generalization to dependent type calculi such as the Calculus of Constructions.

7 Conclusion

We have defined a powerful mechanism for defining polymorphic reduction orderings on higher-order
terms that include- andn-reductions. To the best of our knowledge, this is the first such ordering ever.
Moreover, these orderings can be implemented without much effort, as witnessed by our own prototype
implementation and the many examples proved. And because these orderings restrict to Dershowitz’s
recursive path ordering on first-order terms, a hidden achievement of our work is a new, simple, easy to
teach well-foundedness proof for Dershowitz’s recursive path ordering itself.

Our construction includes the computable closure mechanism originating from [6], where it was used
to define a syntactic class of higher-order rewrite rules that are compatible with beta reductions and with
recursors for arbitrary positive inductive types. The language there is indeed richer than the one consid-
ered here, since it is the calculus of inductive constructions generated by a monomorphic signature. The
usefulness of the notion of closure in these different context shows the strength of the concept.

Using the computability technique instead of the Kruskal theorem to prove the strong normalization
property of the ordering is intriguing, and raises the question whether it is possible to exhibit a suitable
extension of Kruskal’s theorem that would allow proving that the higher-order recursive path ordering is
a well-order of the set of higher-order terms ? Here, we must confess that we actually failed in our initial
guest to find one. In retrospect, the reason is that we were looking for too strong a statement. It may
be that a version of Kruskal’s theorem holds based on an adequate notion of subterm such as the weak
subterm property satisfied by HORPO when dropping Case 11. We do not think that any Kruskal-like
theorem holds when Case 11 is included.

Acknowledgments: we are grateful to Faderic Blanqui, Adam Koprowski and Femke Van Rams-
doonk for several useful remarks and to a careful referee for scrutinizing the paper and making important
suggestions.
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