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Remark: This document is an overview, from a computational complexity standpoint, of several
constraint satisfaction problems. We assume that the reader is familiar with the usual notions and
definitions used in the complexity theory, like polynomial time, NP-complete or coNP-complete
problems. We also use some necessary notions from counting complexity, like the classes FP or
#P, or from approximation theory, that became largely known in the recent years. Therefore we do
not recall the definitions of these notions in this document. However, a reader who is not familiar
with these concepts can find more information in the book [Pap94] or in the survey [Joh90].

1 Complexity of Constraint Satisfaction Problems on Boolean and
Finite Domains

Constraint satisfaction problems occur commonly in practice, optimization and in settings arising
from artificial intelligence. This section is devoted to complexity results for such problems on
Boolean and finite domains. The question of identifying restrictions to the general problem that
are sufficient to ensure tractability is important for both a practical and a theoretical viewpoint and
has been extensively studied. Such restrictions may either involve the structure of the constraints or
they may involve the “nature” of the constraints. Here we take the second approach and we study
the complexity of deciding satisfiability of a given constraint satisfaction problem as a function of
the “nature” of the constraints.

We are interested in an infinite class of constraint satisfaction problems. Informally speaking, a
problem in this class is characterized by a finite collection of finitely specified constraint templates,
say F. An instance of such a problem, called the CSP(F) problem, consists of n variables and m
constraints applied to various subsets of the given variables such that each constraint is drawn from



the collection F. The computational objective is to determine whether there is an assignment to
the input variables which satisfies all the given constraints.

Example 1.1

e An instance of 2-SAT is a collection of Boolean binary constraints on n variables. Each clause
is a constraint that rules out certain assignments to the variables.

e An instance of 3-colorability is a graph which can be seen as a collection of binary constraints
(#) over the finite domain D = {0, 1,2}.

We are interested in studying the complexity of answering the above question for every problem
CSP(F). In view of the two examples above it becomes clear that this class captures polynomially
solvable problems as well as intractable (NP-complete) ones. There are at least two different
motivations to do such a study. On the one hand a complete complexity classification for an infinite
family of problems is important for the design of good algorithms since it delineates the boundary
between tractable and intractable cases. We will see that the classifications obtained highlight some
problems as central when it comes to propose an efficient algorithm. On the other hand, constraint
satisfaction problems are an excellent testbed for abstracting some global inferences about the
nature of computation and may provide very useful hints at the ultimate goal of complexity theory:
identify what renders some problems hard whereas some others seemingly very similar are easy.

1.1 Constraint satisfaction problems over Boolean and finite domains

As we have seen above two examples of constraint satisfaction problems are (1) 2-SAT and (2) 3-
colorability. The difference between these two problems is the nature of the underlying constraints.
In order to specify a computational problem in term of its underlying constraint structure, one
needs a finite specification of the set of the constraints. In order to achieve this objective, we
distinguish constraints from their applications. For example there are (n?) different clauses of
length 2, when applied to n Boolean variables. However it is clear that the underlying template
only needs to include all the different constraints on 2 variables; and the rest can be achieved
by specifying to which ordered subset of variables is a basic constraint applied. This distinction
between constraints and their applications is formalized in [CKS01] and reproduced next. Once
we formalize this distinction, we present the class of constraint satisfaction problems that we will
study.

Throughout this section D denotes a finite domain of cardinality r, r > 2, D = {0,1,...,r — 1}.

Definition 1.2 [Constraint] A constraint is a Boolean function f: D¥ — {0,1}, where k is a
non-negative integer called the arity of f.

Definition 1.3 [Constraint application] Given a constraint f: D¥ — {0,1} and (iy,...,), the

pair (f, (i1,...,4;))) is referred to as an application of the constraint f to z;,,...,z;,.
Definition 1.4 [Satisfiable constraint application] Every assignment ¢: {z1,...,z,} — D natu-
rally extends itself to any constraint application C' = (f, (41,...,%x)), we have

An assignment ¢ satisfies a constraint application C if ¢(C) = 1.



Throughout this section, F will denote a finite set of constraints over the domain D.

Definition 1.5 [F-collection of constraint applications] Let F be a finite collection of constraints.
A constraint application of the form (f, (i1,...,ix)) where f € F is referred to as an F-constraint
application. A collection of m such constraints applications is called an F-collection of m constraint
applications. Such a collection is satisfiable if there exists an assignment which satisfies all of its
constraint applications.

Definition 1.6 [Constraint Satisfaction Problem (CSP(F))] The constraint satisfaction problem
CSP(F) is to decide whether there exists an assignment that satisfies a given F-collection of con-
straint applications.

Example 1.7

e The classical 2-SAT problem is the same as CSP({ fo, f1, f2}), where f;: {0,1}? — {0,1} for
i—0,....2and
fo(z,y) = 0 if and only if (z,y) = (0,0),
fi(z,y) = 0 if and only if (x,y) = (1,0),
fa(z,y) = 0 if and only if (z,y) = (1,1).

e The 3-colorability problem can be seen as CSP({g})

where g:{0,1,2}2 —— {0,1} and g~ (1) = {(0,1), (0,2), (1,0), (1,2), (2,0), (2,1)}. Each edge
of the graph given in input consists of the constraint g applied to its two endpoints.

1.2 Complexity of Boolean Constraint Satisfaction Problems

A significant amount of research effort was oriented towards studying the constraint satisfac-
tion problems on Boolean domain (which are nothing else but generalized satisfiability problems,
see [CKSO01] for a uniform survey). There is now a growing body of complexity classification re-
sults for problems derived from Boolean constraint satisfaction. Schaefer [Sch78] began this line
of research in 1978. In seek of a didactical presentation we will focus our attention on Schaefer’s
remarkable result and few of its extensions in giving the gist of the proof.

Throughout this subsection CSP(F) problems will be denoted by SAT(F) in order to remind
the reader that we are dealing with Boolean domains.

Schaefer was interested in the complexity of deciding whether an instance of SAT(F) is satisfiable
for every problem SAT(F). His study led to a strikingly simple answer: every problem in this class
is either in P or NP-complete. This result is surprising and unexpected for several reasons. First
prior to this result NP-completeness was established on a problem by problem basis. Schaefer’s
result gives a uniform proof to establish NP-completeness for an infinite collection of problems.
Furthermore, rarely in complexity theory one comes across an infinite class of problems where
every problem belongs to a finite collection of computational equivalence classes.

Let us now give some definitions in order to state his result.
Definition 1.8 A constraint f is said to be
0-valid if f(0,...,0) = 1.

1-valid if f(1,...,1) = 1.



weakly positive (weakly negative) if f is expressible as a CNF-formula having at most one
negated (unnegated') variable in each clause.

bijunctive if f is expressible as a 2CNF-formula.

affine if f is expressible as a system of linear equations over GF(2); that is, it is equivalent to a
system of linear equations of the forms v1 ® - ® v, = 0 and v1 & --- ® v, = 1, where &
denotes the exclusive or connective.

Theorem 1.9 [Sch78] Given a constraint set F, the problem SAT(F) is in P if F satisfies one of
the conditions below, and SAT(F) is NP-complete, otherwise.

1. Every constraint in F is 0-valid (1-valid).

2. FEvery constraint in F is bijunctive.

3. Ewvery constraint in F is weakly positive (weakly negative).
4. Fvery constraint in F is affine.

Let us now analyze this result. A quick look to its statement leads to the following observation:
easy problems are well-known! Indeed the central problems for the polynomial cases are the classical
tractable satisfiability problems: 2-SAT, Horn SAT and deciding the consistency of a linear system
over GF(2). For instance if every constraint in F is bijunctive then every collection of constraints
applications can be expressed as a 2-CNF-formula, whose satisfiability can be decided in linear
time [APT79]. On the other hand intractable cases need the most effort. If 7 does not satisfy any
of the above conditions then Schaefer proved that one can “encode” the NP-hard constraint One-
In-Three with F-constraints (this “encoding”, which has to preserve the satisfiability, is rigorously
formalized in [CKSO01] as perfect implementation). The proof is based on algebraic characterizations
of the properties described above. For instance it is well-known that a constraint f is weakly
negative (i.e. Horn) if and only it is closed under direct product, that is to say if and only for all 33
and S5 such that f(s7) = 1 and f(83) = 1, the direct product §; N &5 is also satisfying. Bijunctive
and affine constraints are characterized by similar algebraic closure properties.

Schaefer’s concise characterization allows us to determine whether for a given F, SAT(F) is in
P or is NP-complete. Then, a natural question is: what is the complexity of identifying tractable
problems. In other words, how difficult is it to recognize that the problem specified by a given
constraint set is indeed tractable. The question was settled in [CKS01].

Proposition 1.10 [CKS01] Let F be a constraints set. Suppose that each constraint in F is
specified by a CNF-formula. Then the problem of deciding whether SAT(F) is in P is coNP-hard.

Many results extend Schaefer’s study and explore different kinds of complexity classes restricted
to Constraint Satisfaction Problems. Their authors have shown classification results for a variety
of computational tasks where the goal of the computation varies while the instance remains the
same. For instance we studied the counting version of the Boolean constraint satisfaction problems
where the objective is to count the number of assignments satisfying all constraints. We obtained a
dichotomy result FP/ #P (where #P is the counting counterpart of NP, see [Pap94, Chapter 18]).

!Such clauses are usually called Horn clauses.



Theorem 1.11 [CHY96] Given a constraint set F, if every constraint in F is affine then the problem
#SAT(F) is in FP, and #SAT(F) is #P-complete, otherwise.

Let us compare this result to Schaefer’s one. Most of the central tractable problems for the decision
task become hard when it comes to counting. Indeed, while the decision problems 2-SAT and Horn-
SAT are in P, the corresponding counting problems #2-SAT and #Horn-SAT are #P-complete
(see [Val79]). Only counting the number of solutions of a linear system over a finite field is as
easy as deciding its consistency via Gaussian elimination. So, once more this result reveals that
easy problems are well-known. The #P-complete case is obtained by an “encoding” preserving the
number of solutions (referred to as faithful reduction in [CKS01]) from the problems Positive-2-
SAT [Val79] and Implicative-2-SAT [PB83] which are known to be #P-complete.

As a corollary observe that NP-completeness for a satisfiability problem implies the #P-comple-
teness of the corresponding counting problem. this result confirms for an infinite and general class
of problems the intuitive opinion that each NP-complete problem leads to a corresponding #P-
complete counting problem.

In this line of research Juban [Jub99] proved a dichotomy theorem for the Unique Satisfiability
problem. Another closely related aspect is that of enumerating all solutions (without duplicate).
Creignou and Hébrard refined Schaefer’s result in identifying satisfiability problems for which all
solutions can be generated in polynomial delay (see [JYP88]).

Theorem 1.12 [CH97] Given a constraint set F, the problem of generating all models for any
given F-collection of constraints has a polynomial space, polynomial delay algorithm if F satisfies
one of the conditions below, and otherwise, no such algorithm exists unless P=NP.

1. Ewvery constraint in F is weakly positive (weakly negative).
2. Bvery constraint in F is affine.

3. Every constraint in F is bijunctive.

Another problem of interest is to evaluate a quantified collection of constraint applications. Such
a quantified collection is of the form Qqz1 - Q,x,C, where C is an F-collection of constraints over
the set of variables {z1,...,z,} and Q; is either the quantifier “for all” or “exists”, fori =1,...,n.
The quantified satisfiability problem, QSAT(F) is to decide whether a given quantified F-collection
of constraints application is true. Quantified satisfiability problems form a natural subclass of
PSPACE problems; and include some PSPACE-complete problems. There is also a dichotomy result
for quantified constraint satisfaction problems (which was first stated in [Sch78] and independently
proved in [CKS01] and in [Dal97]).

Theorem 1.13 Given a constraint set F, if F satisfies one of the following three conditions then
QSAT(F) is in P otherwise it is PSPACE-complete

1. Ewvery constraint in F is weakly positive (weakly negative).
2. Bvery constraint in F is affine.

3. Every constraint in F is bijunctive.



Many other results deal with optimization problems. Creignou [Cre95] and, Khanna and Su-
dan [KS96] independently studied optimization problems where the objective is to maximize the
number of satisfied constraints. They showed that every problem MaxSAT (F) is either in P or APX-
complete. In this result the central problem for the polynomial case is the s,t-Min-Cut problem,
whereas the APX-complete case is obtained by an approximation-preserving encoding (referred to
as strict implementation in [CKS01]) from the Max-Cut problem. Khanna et al. [KSW97, KSL97]
studied other forms of commonly occurring optimization tasks in the constraint satisfiability setting
and obtained classification results. Their results [KSW97, KSL97] are somewhat different from the
others above in that the resulting classification theorems do not exhibit dichotomies but rather a
partition into a larger but finite number of equivalence classes. Reith and Vollmer [RV00] stud-
ied the class of optimization problems where the objective is to find a lexicographically minimal
(maximal) satisfying assignment.

Other people studied similar aspects of constraint satisfaction problems. Kavvadias and Sideri
studied in [KS98] the inverse satisfiability problem where the goal is to find an F-collection of
constraint applications such that a given set of truth assignments constitutes its set of feasible
solutions. Cadoli [Cad92] proved that testing for truth assignment minimality of a given propo-
sitional formula is coNP-complete, whereas Kirousis and Kolaitis [KK00, KKO01] presented a di-
chotomy theorem for propositional circumscription. They investigated the class of decision prob-
lems Min-SAT(F) that ask whether a satisfying truth assignment for an F-collection of constraint
applications is minimal with respect to the coordinate-wise partial order. Their dichotomy theorem
separates coNP-complete instances from instances in P. Durand, Hermann, and Kolaitis [DHKO00]
proved that counting the number of minimal truth assignments of a propositional formula is a
#NP-complete problem. Bohler, Hemaspaandra, Reith and Vollmer considered the problem of
determining whether two given F-collections of constraint applications are equivalent in the sense
that they possess the same set of satisfying assignments [BHRVO01].

1.3 Complexity of Constraint Satisfaction Problems on non-Boolean finite do-
mains

A complete complexity classification for all constraint satisfaction problems over arbitrary finite
domains is an open problem and is a highly challenging task of much more than technical interest
(see [FV98]).

There are some complete classification results when we restrict our attention to binary constraint
satisfaction problems. First Hell and Nesetfil [HN90] obtained a dichotomy theorem for the H-
coloring problem, in which the question is that of deciding whether there exists any homomorphism
from a given graph G to the fixed graph H. They showed that the decision problem is in P if H
has a loop or is bipartite; otherwise it is NP-complete. Dyer and Greenhill [DG00] considered the
problem of exactly counting such homomorphisms and gave a similar complete characterization.
They showed that counting is in FP if every connected component of H is an isolated vertex
without loop, or a complete graph with all loops present or a complete unlooped bipartite graph;
otherwise it is #P-complete. Cooper, Cohen and Jeavons [CCJ94] studied the complexity of CSP(F)
when F is a set of binary constraints under the additional hypothesis that F is closed under
two operations, domain restriction and label permutation. They proved that satisfiability can
be decided in polynomial time if all constraints belong to a special class of constraints, called
0/1/all or implicational constraint, and is NP-complete in all other cases. Their work was extended
by Istrate [Ist97] who, under the same conditions, obtained a dichotomy classification for both



the corresponding counting problems (FP/#P-complete) and the optimization problems (P/APX-
complete).

In a more general framework Jeavons, Cohen and Gyssens [JCG97] brought to the fore the link
between the algebraic closure properties of the constraints and the complexity of the corresponding
constraint satisfaction problem. It appears that when restricted to Boolean domain algebraic
closure properties of the constraints (see [CKS01, Chapter 4, Section 4.4 and Chapter 6]) exactly
characterizes the complexity of the corresponding constraint satisfaction problem. Jeavons, Cohen
and Gyssens proved that any set of constraints that does not give rise to an NP-complete class
of problems must satisfy a certain type of algebraic closure condition. Then, they investigated
all the different possible forms of the algebraic closure property and established which of these are
sufficient to ensure tractability. A number of tractable constraint classes have also been identified by
Feder and Vardi [FV98]. In a highly nontrivial proof they pointed out that constraint satisfaction
problems over non-Boolean domains are computationally equivalent to problems in “monotone
monadic SNP”, a syntactically restricted class of languages within NP which is, in some sense, the
largest class within NP that may show dichotomy results.

Despite all these efforts the complexity classification of constraint satisfaction problems over
finite domains is still incomplete.

2 Complexity of Equational Constraint Problems

Equational problems are first-order formulas with quantifier prefix 3*V*, whose only predicate
symbol is syntactic equality. They are an important tool in many areas of computer science.

In automated deduction, equational constraints can be used to restrict the set of ground instances
of a clause. It is thus possible to define stronger redundancy criteria and hence, in general, more
efficient theorem provers (cf. [CZ90, CP95b, CP95a]). In automated model building, equational
problems can be used in several ways, e.g.: for model construction, for model representation, for
the evaluation of clauses in a given model, etc (cf. [CZ90, FL96]). Complement problems are an
important special case of equational problems with applications in logic programming, functional
programming, machine learning, etc. (cf. [LM87, LMM91, Lug89, SM91]).

Equational problems over finite universes can be used to encode queries over relational databases.
Finally, note that also the constraint satisfaction problems on Boolean and finite domains treated in
Section 1 can be easily encoded as equational problems over finite universes. Let D = {a1,...,ax}
be a finite domain and let C' = {{f1, (411, ,91k))s- -+ (fms (Fm1s- -+ 0mk,, ))} denote a finite set
of constraint applications over D, such that every f; is a constraint of the form f;: DFi — {0,1}.
Moreover, let ' denote the set of all variables z;_ , occurring in C. Then C is satisfiable, if and
only if the equational problem

P = (3’?) /\ \/ (.’I}ijl =biA--- A .’I}ijk]_ = bk].)
J=1 (bryenbe )E(S) (1)
over the Herbrand universe H = {aq,...,ax} is satisfiable. A good overview of the wide range of
applications of equational problems can be found in [CL89].
In many of these applications, testing the satisfiability of an equational problem is even more
important than actually computing the solutions. In this section, we present a survey of complex-
ity results for this satisfiability problem, where we consider several restrictions on the equational



problems, namely: quantifier prefix 3* versus 3* V*, CNF versus DNF and, finally, interpretation
of the formula over a finite universe versus an infinite universe.

2.1 Syntax and semantics of equational constraint problems

Equational problems are first-order formulas of the form 3w Vi P(w, Z,4 ), such that P(,Z,%) is
a quantifier-free formula with variables in , Z and ¥, where syntactic equality “=" is the only
predicate symbol. A disequation s # ¢ is a short-hand notation for a negated equation —(s = t).
The trivially true problem is denoted by T and the trivially false one by L.

In this section, every equational problem P is considered over some fixed Herbrand universe H
(or, equivalently, over some fixed finite signature X consisting of constant symbols and possibly
function symbols). An interpretation over H is given through an H-ground substitution o, whose
domain coincides with the free variables of the equational problem. The trivial problem T evaluates
to “true” in every interpretation. Likewise, | always evaluates to “false”. A single equation s =t
is validated by a ground substitution o, if and only if so and to are syntactically identical. The
connectives A, V, =, 3 and V are interpreted as usual. A ground substitution o which validates a
problem P is called a solution of P. An equational problem is satisfiable, if and only if it has at
least one solution.

As far as the satisfiability of an equational problem is concerned, there is no difference between
free variables and existentially quantified ones. In particular, 3 Vy P(w, 7, §) is satisfiable, if and
only if 373w VY P(w, Z,7) is. Without loss of generality we therefore only consider equational
problems without free variables. In analogy with [CL89], universally quantified variables will be
referred to as parameters.

In order to distinguish between syntactical identity and the equivalence of two equational prob-
lems, we use the notation “=” and “x”, respectively. We shall thus write P = @) to denote that the
two equational problems P and @) are syntactically identical. If the equational problems P and ()
have the same set of solutions, then they are semantically equivalent. In this case, we write P = ().

Term tuples are used as a short-hand notation for a conjunction of equations or a disjunction of
disequations, respectively. For term tuples § = (s1,...,s;) and £ = (t1,...,1;), we shall abbreviate
“si=ti A Asp=1;" and “s; £t V- Vs £t to “§=1" and “5§# 1”7, respectively.

Example 2.1 Let P = (z1 = a Ax1 # x9) V (22 # 23 A z9 = b) be an equational problem over
H = {a,b,c}. Then the following substitutions o and 7 are (examples of) solutions of P:
o={x1 < a,x9 < bxg < c}, T ={x1 b, T2 b, 3  C}.

Let Q = (Jy)(V2)[y = f(z) Ax # f(z)] be an equational problem over H = {a, f(a), f(f(a)),...}.
The only solution of @ is 0 = {z < a}.

Now suppose that @ is interpreted over the universe H = {a, f(a), g(a), f(f(a)), f(g(a)),...} with
signature ¥ = {a, f,¢g}. Then @ has many more solutions, e.g.: 71 = {z < g(a)}, 7 = {z «

g(f(a))}, ete.

Unification problems are equational problems without universal quantifiers and without negation.
It is well known that the set S of solutions of a conjunction P = s; = t1 A... As, = t, can be
represented by a single substitution u, which is called the mgu (= most general unifier) of P. For
every solution o of P, there exists a substitution 7, such that o is the composition of y and 1 (which
we denote by o = un). Recall that the mgu is unique up to variable renaming. Moreover, it can
be decided efficiently whether the mgu exists (or, equivalently, whether P is satisfiable). Likewise,
the actual computation of the mgu can be done efficiently (cf. [BS94, BS01, MM82]).



2.2 Transformation rules of Comon and Lescanne

In [CL89], a rule system is provided which terminates on every equational problem and which
transforms the original problem into an equivalent one in the so-called “definition with constraints
form”, which is basically a purely existentially quantified equational formula in DNF. Below some
of the rules of [CL89] are recalled, namely the replacement rules Ry, Rs, the cleaning rule C'Ry,
the universality of parameter rules Us, Uy, Us and the explosion rule £. Note that many more
rules of [CL89] (like the decomposition rule, the clash rule, the occur check, etc.), which are not
mentioned explicitly here, are “hidden” in the unification steps.

(R1) z=tAP — z=tAP(z+1)

(Ry) z#tVP — 2z#tVP(z+1t)

(CRy) F(w,w)(w=tAP) — (JW)P
if w¢ Var(P) and w ¢ Var(t)

(U2) (V)P A(y#IVR)] — (V)P ARy« 1)
ify€yandy¢ Var(t).

(E) (V)P — \/fEZ (F0 ) (VYY) [P As= f(wy,... ,wa(f))]
if the following conditions hold:
1. Each f is a (constant or function) symbol from the signature %

with arity a(f) > 0,

2. the w;’s are fresh, pairwise distinct variables.

The following rule is only correct in case of an infinite universe :

(Us) (V@HPAN(z1r=u1V---Vz,=u, VR)] — (Y§)[PAR]
if the following conditions hold:
1. Every z; is a variable syntactically different from wu;,
2. every equation z; = u; contains at least one parameter from 7/,
3. R contains no parameter from .

The following rule can only be applied in case of a finite universe.

Us)  (VIPAQL = (V)PAQ(y < a)A---AQ(y  ax)]
if the universe H is of the form H = {ay,...,ax}.

Rule system 2.1: Comon and Lescanne

The correctness of the rule Ry is obvious. The rule Ry follows from the equivalence [A V B] =
[(A A —B)V B], which holds for any logical formulas A and B. The correctness of the Us-rule
essentially follows from the Rg-rule and the unsatisfiability of the disequation (V¢')(y # t) over any
nontrivial universe.

The explosion rule F (and, analogously, the Us-rule) is sometimes also referred to as the domain
closure aziom. Its idea is the following: Let H be the Herbrand universe of terms over some finite
signature 3. Then every ground term ¢ € H has one of the symbols in ¥ as its leading symbol.
Hence the formula \/ ¢y, (3@)[s = f(w1,..., wa(p)] is clearly valid for any term s.

Finally, the rule Uy is mainly due to the so-called independence of inequations of [Col84],
that can be stated in the following way.

Every purely existentially quantified conjunction of disequations over an infinite universe




has at least one solution, if and only if each of the conjuncts has a solution.

Moreover, the latter condition is always fulfilled unless one of the conjuncts is a trivial disequation
of the form ¢ # ¢t. Then the correctness of the Uy-rule follows from the fact that the subformula
(z1 =u1 V-V z, = u,) cannot be true for all values of the variables in 7.

2.3 Equational problems with 3*-prefix

In this section we recall several complexity results on equational problems with purely existential
quantifier prefix. For CNF, the complexity in case of an infinite universe is the same as in case of a
finite universe, even though the proof of the upper bound on the complexity will differ significantly.
In contrast, for DNF, we definitely have different complexity classifications. Surprisingly enough,
the case of a finite universe will turn out to have a higher complexity than an infinite universe
(provided that P # NP holds).

Theorem 2.2 [F*-CNF over a nontrivial H| The satisfiability problem of equational problems in
3*-CNF over an arbitrary (finite or infinite) Herbrand universe H with |H| > 2 is NP-complete.

Proof: The NP-hardness can be shown by the obvious reduction from the 3-SAT-problem. Let
E = (l11VhaVihiz) A A(lp1 Vipa Vigs) be a Boolean formula, such that the [;;’s are propositional
literals over the propositional variables in P = {p1,..., py}. Moreover, let a € H be an arbitrary
constant in H. Then we define the equational problem

P o= 3F[(I VI Vi) A Al Vg Vigs)]

in 3*-CNF with & = (z1,...,2), such that the literals Ij; in P are either of the form z, = a (if I;;
is a positive literal p,) or of the form z, # a (if [;; is a negative literal —p,). It is easy to check
that E is satisfiable, if and only if P is satisfiable.

The NP-membership in case of a finite universe is easy. In an NP-algorithm for deciding the
satisfiability of an equational problem P = 37 P’, we first guess a ground substitution o with
domain Z and then check that P'c evaluates to true.

Note that this NP-algorithm does not work in case of an infinite universe, unless we can find a
polynomial bound on the size of the terms in the range of 0. However, the NP-membership in case
of an infinite universe can be shown via a different NP-algorithm. Let

P

3Z[(I V- Vig) A Al Voo Vi)

be an equational problem in 3*-CNF, where the /;;’s are equations or disequations. We can decide
the satisfiability of P by first guessing for every i € {1,...,n} aliteral (an equation or a disequation)
l;j; from the i-th clause. Then we check in polynomial time that the resulting existentially quantified
conjunction of equations and disequations is satisfiable. In Lemma 2.3 below, we show that the
latter check can indeed be done in polynomial time. O

Lemma 2.3 [parameter-free conjunctions] Let
P = (3%)[etAN---Neg ANdy A+ Nd]

be a conjunction of equations e; and disequations d; over some infinite universe H. Then the
satisfiability of P can be tested as follows.
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Case 1: If e A--- A e is unsatisfiable, then P is also unsatisfiable.

Case 2: Let ey A---Ney be satisfiable with mgu 9. Then P is satisfiable, if and only if di9A---Ndpd
contains no trivial disequation of the form t # t.

Proof: Case 1 is trivial. For Case 2, let 9 = {z;, < s1,...,z;, < So} denote the mgu of the
equations ey A -+ A eg. Note that the variables x;; are pairwise distinct and do not occur in the
range of .

By the definition of the mgu, the conjunctions e; A --- Aex and z;; = s1 A--- Ax;, = So are
equivalent. Moreover, by multiple applications of the Ro-rule of [CL89] (see also Section 2.2),
may be applied to the disequations. Thus P ~ (3Z)[z;, = s1 A --- Az, = Sa Nd1I A --- A dj9]
holds. But then, since all variables z;,,...,;, occur only once, the equations may be eliminated
by the CRy-rule of [CL89]. We thus have P ~ P’ = (3Z)[d19 A --- A d;¥]. By the independence
of inequations recalled in Section 2.2, any conjunction of nontrivial disequations over an infinite
universe has at least one solution. Therefore, P’ (and, hence, also P) is indeed satisfiable, if and
only if P’ contains no disequation of the form ¢ # ¢. O

We now turn our attention to parameter-free equational problems in DNF. As has already been
mentioned above, the cases of a finite universe and an infinite universe lead to different complexity
results. The reason for this is the “independence of inequations” recalled in Section 2.2, which only
holds in case of an infinite universe. This effect is illustrated by the following example.

Example 2.4 Let the equational problem P be defined as follows.

P = (Fy)(z1 #y) AN(@a #Fy) AN(z3 #y) A(x1 # 22) A (21 # 23) A (T2 # 23)

If P is interpreted over H = {a,b,c}, then P is unsatisfiable.
On the other hand, over the infinite universe H = {a, f(a), f?(a), ...}, the problem P is satis-
fiable, where 0 = {71 < a, 19 < f(a),x2 < f?(a),...} is a solution.

We thus get the following complexity results for equational problems in F*-DNF.

Theorem 2.5 [F*-DNF over an infinite H]| The satisfiability problem of equational problems in
F*-DNF over an infinite H is in P.

Proof: Let P = (3Z)P, V---V P, with P, = (e;1 A--- ANejg, Ndin A --- Adj,;), such that the
e;jj's are equations and the d;;’s are disequations. Then P is satisfiable, if and only if at least
one disjunct (37 )P; is satisfiable. Moreover, by Lemma 2.3, (37 )P, is satisfiable, if and only if
p = mgu(e;r A--- A ejk,;) exists and (di1 A --- A dj, ) contains no trivial disequation of the form
t #t. O

Theorem 2.6 [3*-DNF over a finite H with |H| > 3] The satisfiability problem for equational
problems in I*-DNF over a finite H with |H| > 3 is NP-complete.

Proof: The NP-hardness is shown by a reduction from the well-known NP-complete problem
K-colorability with K > 3: Let G = (V, E) be a graph with vertices V = {v1,...,v,} and edges E.
Then G is K-colorable (there exists a function f:V — {1,..., K}, such that f(v;) # f(v;) holds
for every edge {v;,v;} € E), if and only if the equational problem

(37) /\ v; # V;

{Ui,’l)j}EE
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finite universe H infinite universe
H =2 H| >3
DNF in P NP-complete inP
CNF | NP-complete NP-complete NP-complete

Figure 1: 3F*-formulas

over H={ay,...,ax} with ¥ = (v1,...,v,) is satisfiable. O

Recall from [GJ79] that the K-colorability problem is NP-complete for any K > 3, whereas it is in
P for K = 2. Consequently, the reduction in the above proof does not work for K = 2. In fact, it
is straightforward to show that the satisfiability problem for equational problems in 3*-DNF over
H with |H| = 2 is in P. Figure 1 summarizes the results for 3*-formulas.

2.4 Equational problems with 3* V*-prefix

Now we consider equational problems with 3* V*-prefix. It will turn out that this alternation of
quantifiers pushes the complexity one level higher in the polynomial hierarchy. Moreover, the roles
of CNF and DNF are changed with respect to the case of a purely existential quantifier prefix, since
now the innermost quantifier is V. Thus, for DNF, we get the following complexity classification.

Theorem 2.7 [3*V*-DNF over a nontrivial H| The satisfiability problem of equational problems
in 3*V*-DNF over an arbitrary (finite or infinite) Herbrand universe H with |H| > 2 is 39P-hard.
Moreover, if H is finite, then this problem is %9P-complete.

Proof: The YXyP-hardness is proven via a reduction from the well-known Y9P-complete 3-QSAT5
problem (cf. [Sto76]). This proof follows exactly the same pattern as the NP-hardness proof in
Theorem 2.2. Let an instance of the 3-QSATy problem be given through two disjoint sets P =
{p1,-.., pr} and R = {ry,...,r;} of propositional variables and the Boolean formula

EF = (lu/\llg/\llg)v V(lnl/\lng/\lng})

such that the [;;’s are literals over the propositional variables in P U R. Moreover, let a be an
arbitrary constant in H. Then we define the equational problem P = 3ZVy§[C) A --- A Cy] over
H in such a way that every literal of the form p, or =p, in E is encoded by the literal z, = a or
z, # a, respectively, in P. Likewise, yg = a and yg # a are used to encode literals of the form rg or
—rg, respectively. Again, this reduction can be clearly done in polynomial time and its correctness
is trivial.

To prove the Y9P-membership in case of a finite universe H is easy. Guess values for the
existentially quantified variables and check the satisfiability of the resulting formula by means of
an NP-oracle. O

It is not clear, how the XoP-algorithm from the above proof should be extended to the case of
an infinite universe. In particular, we do not know if there exists a polynomial bound on the terms
that have to be guessed for the existentially quantified variables. In Theorem 2.9, we shall show
that the satisfiability problem of equational problems in 3* V*-CNF over an infinite universe is in
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NP. Hence, the obvious upper bound on the complexity of equational problems in 3* V*-DNF over
an infinite universe is NEXPTIME, since we can of course first transform the DNF into CNF via
the distributivity of A and V (in general, at the expense of an exponential blow-up) and then apply
the NP-algorithm sketched in Theorem 2.9. The exact complexity of 3* V*-DNF over an infinite
universe is an open problem.

Theorem 2.8 [3*V*-CNF over a finite H with |H| > 3] The satisfiability problem for equational
problems in 3*V*-CNF over a finite H with |[H| > 3 is XoP-complete.

Proof: (Sketch) The ¥yP-membership can be shown in exactly the same way as in Theorem 2.7.
Guess values for the existentially quantified variables and check the satisfiability of the resulting
formula by means of an NP-oracle.

The proof of the ¥9P-hardness is quite involved. It goes by a reduction from some kind of
“parameterized K-colorability problem”. For details, see [Pic00] and [Pic01]. 0

Analogously to equational problems in 3*-DNF over a finite universe, the complexity of 3* V*-CNF
over a finite H becomes one level lower in the polynomial hierarchy, if H has only two elements.
In fact, in [Pic01], it is shown that the satisfiability problem for equational problems in 3* V*-CNF
over a H with |H| = 2 is NP-complete.

Now it only remains to consider the case of 3* V*-CNF over an infinite universe. Analogously
to the 3*-DNF, this satisfiability problem is one level lower in the polynomial hierarchy than for a
finite universe.

Theorem 2.9 [3*V*-CNF over an infinite universe| The satisfiability problem of equational prob-
lems in F*Y*-CNF over an infinite H is NP-complete.

Proof: (Sketch) The NP-hardness is clear, since even the case of 3*-CNF is NP-hard. As for the
NP-membership, we give a (very rough) sketch of an NP-algorithm, which works as follows (for
details, refer to [Pic99] and [Pic01]).

(1) Elimination of the parameters from the equations and simplification of the disequations: Let P
be an arbitrary equational problem in 3* V*-CNF. Then P can be transformed in polynomial time
into the following form

P' = (EF)VP)ELV (T# D) A A V(T # 1)),

where the E;’s are parameter-free disjunctions of equations and the #;’s are term tuples with vari-
ables only in 7.

(2) Elimination of the parameters from the disequations: Of course, the universal quantifiers can
be shifted in front of the disequations, since the subformulas F; no longer contain any universally
quantified variables. Moreover, a universally quantified disequation of the form (V#)(Z # ;) can
be transformed by successive applications of the explosion rule recalled in Section 2.2 into a purely
existentially quantified disjunction of the form (3@ )[d;1 V --- V dip,], where each d;; is either an
equation or a conjunction of an equation and a disequation. Note that the number of such disjuncts
d;j is basically k x p, where k = |3| denotes the number of symbols in the signature > of H and p
denotes the number of positions in the term tuple ;.

(3) Guess and check: After the above two transformation steps, we (almost) have an equational
problem in 3*V*-CNF. Hence, in principle, we can proceed as in the proof of Theorem 2.2 via
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finite universe H infinite universe

H| =2 H >3

CNF NP-complete YoP-complete NP-complete
>9P-hard,
in NEXPTIME

DNF YoP-complete YoP-complete

Figure 2: 3F* V*-formulas

Lemma 2.3. However, there is a subtle problem with this. As has already been mentioned above,
the size of the disjunctions obtained in Step (2) of this algorithm is linear with respect to the
number of positions of the term tuples #;. Moreover, by the unification steps performed in Step
(1), this number of positions may become exponential, even though their representation as directed
acyclic graphs is of course polynomially bounded. Hence, the transformation in Step (2) must not
be carried out explicitly. Instead, the guess of a certain disjunct d;; has to be done directly by
inspecting the term tuple t. O

Figure 2 summarizes the results for 3* V*-formulas.

2.5 Equational formulas with arbitrary quantifier prefix

Algorithms for deciding the satisfiability of arbitrary equational formulas (in particular, where
the quantifier prefix is not restricted to the form 3*V*), usually work by quantifier elimination
(cf. [CL89, Mah88]). To this end, the transformation of an equational problem with 3* V*-prefix
into an equivalent one with 3*-prefix is applied to equational formulas with arbitrary quantifier
prefix in order to reduce the number of quantifier alternations. Let P be an equational formula
of the form P = (37,)(V¥y) - - - (3Z,_1)(VZ,)Q. Moreover, suppose that we can effectively compute
a purely existentially quantified formula (37 )R that is equivalent to (37,_1)(V#,)Q. Then P is
equivalent to P’ = (32)(VZs) - - (VZ,_2)(FY) R.

Likewise, if P is of the form P = (3%)(V#y) - - (Vin_1)(3%,)Q, then we clearly have the fol-
lowing chain of equivalences.

P = (Ef])(VfZ) U (anfﬂ(afn)Q
~ T v _‘_‘(anfl)(zlfn)Q
(Hfl)(v-'fQ) Tt _‘(El';:nfl)(v'?n)(_'Q)

0
—~
LLI
=
N—
<C
8
[N}
N—

Hence, also in this case, the innermost quantifiers have been brought into the form 3F* V* and we
can transform (37,_1)(VZ,)(—Q) into an equivalent formula of the form (37)R. We thus get the
equational formula

P = (31)(Via) - (3Fn 2)-(3Y)R = (341) (Vi) -+ (37, 2) (VY )R,

which is equivalent to P.

In other words, it suffices to provide a transformation of equational formulas from 3* V*-form into
F*-form, in order to solve the satisfiability problem for arbitrary equational formulas. Unfortunately,
this quantifier elimination step has exponential cost. However, by the high inherent complexity
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of arbitrary equational formulas, this can hardly be helped. Recall from Theorem 1.13, that the
QSAT (F) problem is PSPACE-complete, unless the constraints under consideration are subjected to
some severe restrictions. Analogously, it can be shown that the satisfiability problem of equational
formulas over a finite universe is PSPACE-complete, if no restrictions are imposed on the quantifier
prefix (cf. [Kun87]). In case of an infinite universe, the satisfiability problem of equational formulas
with arbitrary quantifier prefix is even non-elementary recursive (cf. [Vor96]).

2.6 Open problems and future research

In Section 2, we have given a survey of complexity results for the satisfiability problem of equational
problems. In almost all of the cases thus considered, there is an exact classification of the complexity.
Only in case of equational problems in DNF with 3* V*-prefix over an infinite universe, there is a
gap between the Y9P lower bound and the NEXPTIME upper bound (cf. Figure 2). Closing this
gap is an interesting open problem for future research in this area.

Recall that we have only considered the case where all terms (and, in particular, all variables)
in an equational problem are interpreted over the same universe. An extension of these results to
the case of many sorts has not been done explicitly yet. Actually, it seems as though this extension
is not too difficult. After all, it has turned out that we only have to be careful whether a universe is
finite or infinite. Nevertheless, the details of such an extension to many sorts have to be worked out
yet. Moreover, little research efforts have been made so far, in order to investigate the complexity,
when restrictions different from the ones considered here are imposed, e.g.: what happens, when
the number of variables is restricted rather than the quantifier prefix, etc.

As usual, the complexity analysis of a given problem is not the end of the story. In general, one
will try to apply the theoretical insight into the inherent complexity of a problem to the construction
of new and more efficient algorithms. A major lesson to be learned from the complexity results
recalled here is that — in contrast to the algorithm of [CL89] — one should not try to treat the
cases of a finite universe and of an infinite universe, respectively, in a uniform way. Actually, the
NP-membership proof sketched in Theorem 2.9 can be considered as an improvement of previous
algorithms in case of an infinite universe. Searching for further improvements is an important goal
for future research.

In this survey, we have concentrated on equational formulae with 3* V*-prefix. Moreover, in
case of equational problems with 3* V*-prefix, we were unable to present a better approach than
the transformation into CNF followed by the NP-algorithm from the proof sketch of Theorem 2.9.
As far as the worst case complexity is concerned, this is okay. However, practical experience shows
that such a preprocessing step of shifting the quantifiers to the front and transforming the formula
into CNF are very costly and sometimes not really necessary. Consequently, in [CD94], an algorithm
is presented which neither requires a CNF nor a specific quantifier prefix. Instead, the expensive
distributivity rules are only applied, when there is no alternative. Moreover, a whole collection of
rules dealing with single quantifiers and combinations of quantifiers are provided. Of course, by the
high inherent complexity of equational formulae with no restriction on the quantifier occurrences (cf.
Section 2.5) there is a clear limit up to which the worst case complexity can possibly be improved.
Nevertheless, a combination of the ideas of [CD94] with the cheap transformations needed for the
NP-membership result in Theorem 2.9 may serve as a good starting point for searching for further
improvements.
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3 Complexity of Equational Matching and Unification Constraint
Problems

Matching and unification in equational theories are the keystones of automated deduction. They
are used extensively in several areas of computer science, including theorem proving, database
systems, natural language processing, logic programming, computer algebra, and program verifi-
cation. Plotkin [Plo72] was the first to formulate explicitly the idea that theorem provers should
have built-in algorithms for matching and unification in equational theories. His pioneering article
provided the impetus for the development of the entire field of equational matching and unification.

We briefly introduce the basic notions for equational matching and unification. Additional
material can be found in [BS01] or [DJ90].

A signature F is a set of function symbols of designated arities. If F is a signature and X is a
countable set of variables, then T (F, X) denotes the set of all terms over the signature F and the
variables in X. We also write Var(t) for the set of variables occurring in a term ¢. The size of term ¢
is its length |¢| as a string. As usual, a ground term is a term without variables. A substitution is
a mapping p: X — T (F, X) such that zp = x for all but finitely many variables z. Consequently,
a substitution p can be identified with its restriction to the finite set dom(p) = {z € X | xp # =},
which is called the domain of p. A substitution p is ground if xp is a ground term for all z € dom(p).

An equation is a pair of terms [ = r. Kach equation is viewed as an equational aziom, namely as
the first-order sentence (Vx1) ... (Vzy,)(l = r) obtained from the equation by universal quantification
over all variables occurring in the terms [ and r. If E is a set of equational axioms, then the equational
theory Th(E) presented by E is the smallest congruence relation over 7 (F,X’) containing E and
closed under substitutions, i.e., Th(E) is the smallest congruence containing all pairs [p = rp, where
I =risin E and p is a substitution. By an abuse of terminology, we will often say “the equational
theory E” instead of the correct “the equational theory Th(E) presented by E”. We write s =g ¢
to denote that the pair (s,t) of terms is a member of Th(E).

E-equality on terms can be extended to substitutions by setting p =g o if and only if for all
variables © € X we have that zp =g xo. If V is a set of variables and p, o are substitutions,
we put p =}, o if and only if (V2 € V)(zp =g 7o) holds. We also consider the preorder <}, on
substitutions defined by the condition o <}, p if and only if (3n)(on =}, p) holds. In turn, this
preorder gives rise to the following equivalence relation E]‘;‘{ on substitutions:

p=p o <= p<po and o<} p.
In general, p SK o does not imply that p E]‘;‘{ o; similarly, p E]‘:‘{ o does not imply that p :]‘;{ o.
Nevertheless, these three relations coincide on ground substitutions with the same domain.

In the sequel, we will be concerned with equational theories presented by finite sets E whose
axioms are among those depicted in Figure 3. Moreover, AC(linear) is the restriction of the equa-
tional theory AC applied to linear terms and Set is a special case of the theory ACI in which there
is only one ACI-symbol that occurs on the top of the considered terms.

3.1 Complexity of equational matching

Let s be a term, called pattern, and let t be a ground term, called subject. An E-matcher of s
and ¢ is a substitution p such that sp =g t. Whenever such an E-matcher exists, we say that the
pattern s E-matches the subject ¢.

A complete set of E-matchers of s and t is a set S of substitutions such that the following
conditions hold:
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Associativity A(f) f(f(z,y),2) = f(=z, f(y,2))
Commutativity — C(f) flz.y) = f(y,z)
Idempotence I(f) flz,z) ==
Nilpotence N(f) flx,2) =0
Existence of Unit  U(f) flx, 1) =2, f(1,2) ==
Homomorphism  H(f,g,h) Fg(z,y)) = h(f(z), f(y))
Abelian group AG(+,—,e) see Figure 4
Boolean ring BR(A, ®,0,1) see Figure 5

Figure 3: Equational axioms

r+e = T rT+y = y+=x
z+(-x) = e (T+y)+z = z+(y+2)

Figure 4: Abelian group axioms AG

z@0 T rdy = ydu

z®zr = 0 (roy) @z = 26 (YD 2)
zAN0 = 0 TNy = yAzx

zANl = z (xAy)ANz = xNAN(yAz)
TNz x AN (ydz) = (xAy)d(xA2)

Figure 5: Boolean ring axioms BR
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1. Each substitution p € S is an E-matcher of s and ¢, and, moreover, dom(p) C V, where
V = Var(s) is the set of variables of s;

2. For every E-matcher o of s and ¢, there is a substitution p € S such that p Sl‘;{ 0.

We say that S is a minimal complete set of E-matchers of s and ¢ if, in addition, every two distinct
members of S are Sg—incomparable (this means that for all substitutions o, p € S the condition
o <\ p implies 0 = p).

In general, it may be the case that s E-matches ¢, but there is no minimal complete set of
FE-matchers of s and ¢. On the other hand, it is well known that if a minimal complete set of
E-unifiers of s and ¢ exists, then it is unique up to EK.

From now on, we assume that E is a set of equational axioms such that if s E-matches ¢, then
there exists a minimal complete set of E-matchers of s and . We let uCSMEg(s,t) denote the
(unique up to =Y ) minimal complete set of E-matchers of s and ¢, if s E-matches ¢, or the empty
set, otherwise.

E-matching is said to be wunitary if for every pattern s and every subject ¢ we have that
|uCSMg(s,t)| < 1. Similarly, E-matching is said to be finitary if for every pattern s and every
subject ¢ the set yCSMg(s,t) is finite.

If E is a set of equational axioms then we associate with E the following E-matching decision
problem.

E-MATCHING
Input: A pattern s, a subject £, and an equational theory E.
Question: Can s be E-matched with ¢, i.e., is there a substitution p, such that sp =g ¢7

By examining the signature F over which the terms of matching problems in the theory Th(E)
have been built, we distinguish between two different kinds of E-matching. Let sig(E) be the set
of all function and constant symbols occurring in the equational axioms of E. If the signature F
contains sig(E) and free constant symbols, but no free function symbols, then we speak about
elementary E-matching. If the signature F contains free function symbols of arbitrary arities, then
we speak about general E-matching.

Most of the equational matching decision problems are NP-complete. A remarkable exception
is the case of AC(linear)-matching that is proved to be polynomial by means of graph match-
ing techniques. These complexity results were proved by Benanav et al. [BKN87], Kapur and
Narendran [KN92] Baader [Baa98], Klima and Srba [KS00], Eker [Eke93], and others. Clearly,
an NP-hardness result for the elementary case naturally extends to NP-hardness of the general
problem. In the same spirit, a polynomial result for the general case extends to a polynomial-time
decidable elementary problem.

The results on equational matching decision problems are summarized in Figure 6.

Assume that E is some finitary equational theory and A is an algorithm such that, given two
terms s and ¢ as input, the algorithm A returns a minimal complete set of E-matchers of s and ¢, if s
and ¢ can be E-matched, or the empty set, otherwise. As a byproduct of this algorithm and within
the same complexity bounds, we can solve a related counting problem, namely we can compute the
number of most general E-matchers of two given terms. In many respects, this counting problem
is closer to the problem of computing a complete set of E-matchers than the decision problem for
E-matching. If E is a set of equational axioms such that E-matching is finitary, then we associate
with E the following counting problem.
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complexity

elementary

general

Q » =

AC
AC(linear)
Al

AU

ACI

ACU

ACN
ACUN
ACUNH
Set

AG

BR

%

NP-complete [Ang80]

NP-complete [Eke93, BS94]
H
NP-complete [KSO0]

NP-complete (unpublished)

NP-complete [HK99]

NP-complete [GNWOO]
NP-complete [GNWO00]
in P [GNWOO]
in P [GNWOO]

in P (Gaussian elimination in 7Z)

[IyP-complete [Baa98]

linear [PW78]
NP-complete [BKN87]
NP-complete [BKN87]
NP-complete [BKN87]
in P [BKN87]
NP-complete
NP-complete
NP-complete [KN92]
NP-complete [KN92]
NP-complete (unpublished)
NP-complete [TA87]
NP-complete
NP-complete
NP-complete [GNWO0O]
NP-complete [GNWO0O]
NP-complete [KN86]
NP-complete [Sch97]

PSPACE-complete [Baa98]

Figure 6: Complexity results for equational matching decision problems
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#E-MATCHING
Input: A pattern s, a subject £, and an equational theory E.
Output: Cardinality of the minimal complete set of E-matchers pyCSMg(s, t).

Counting problems for equational matching were considered by Hermann and Kolaitis in [HK95]
and indirectly also in [HK00]. They showed that most of the NP-completeness results carry over
to #P-completeness results for the counting versions for corresponding equational matching prob-
lems. However, the case of AC(linear)-matching becomes #P-complete for counting, whereas the
corresponding decision problem is in P.

Theorem 3.1 ([HK95]) The general #E-matching problems are #P-complete for the equational
theories A, C, AC, AC(linear), ACH, I, U, TU, ACI, Set, ACU and ACIU.

The elementary E-matching problem is the restriction of E-matching to signatures with no
free function symbols. Thus, given a pair (s,t), where s is a term and ¢ is a ground term with
function symbols among those in the equational axioms of E, the question is to decide whether
there is a substitution p such that sp =g t. The elementary #E-matching problem is the analogous
restriction of #FE-matching. The simultaneous elementary E-matching problem is the following
decision problem.

SIMULTANEOUS ELEMENTARY E-MATCHING

Input: A finite set S = {(s1,t1),-.., (Sk, tx)}, where each s; is a term and each ¢; is a ground term
with function symbols among those in the equational axioms of E.

Question: Is there a substitution p such that s;p =g ¢; for every i < k7

Such a substitution is called an E-matcher of the set {(s1,t1),...,(sg,tx)}. Similarly, the simulta-
neous elementary #E-matching problem is the following counting problem.

SIMULTANEOUS ELEMENTARY #E-MATCHING

Input: A finite set S = {(s1,t1),-.., (Sk, tx)}, where each s; is a term and each ¢; is a ground term
with function symbols among those in the equational axioms of E.

Output: Cardinality of the minimal complete set of E-matchers yCSMg(S).

The notation s; =g t1,...,8; =g t; will be used to represent an instance of the simultaneous
elementary E-matching (or #E-matching) problem.

In effect, the simultaneous elementary E-matching problem asks for the solution of a system
of equations s; =g #1,...,8r =g tr, where the function symbols of F are exactly the function
symbols occurring in the equational axioms of E. Of course, one can consider simultaneous E-
matching problems over arbitrary signatures. However, the simultaneous E-matching problem over
arbitrary signatures is reducible to the E-matching problem, because one can use free function
symbols to encode a system of equations into a single equation. Indeed, a system of equations
$1 =g t1,...,8k =g tp can be written as a single equation f(s1,...,s;) =g f(t1,...,tx) with the
help of a free function symbol f. We will classify simultaneous elementary matching problems using
two parameters, namely the number of equations in a given system, called the length of the system,
and the number of free constants in the signature. Note that the number of free constant sym-
bols is unimportant for matching problems over signatures with free function symbols, since a set
{C4,Cq,...,Cp} of free constant symbols can be represented by the set {g(C), g(g(C)),...,¢™(C)},
where C is a free constant symbol and g is a free unary function symbol.
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If k and m are two positive integers, then the eE(k, m)-matching problem consists of all instances
of simultaneous elementary E-matching with at most k& equations and at most m free constants.
We also put

(e.0) o
B(k,w) = ] eB(k,m) and eE(w,m)= | eE(k,m)
m=1 k=1

Thus, in eE(k,w)-matching the signature has an unbounded number of free constant symbols,
while in €E(w, m)-matching the systems of equations have unbounded length. We define similarly
#eE(k, m)-matching, #€eE(k,w)-matching, and #€eE(w, m)-matching.

Eker [Eke93] established that eAC(1,w)-matching is a NP-complete problem. Similarly, Her-
mann and Kolaitis [HK99] proved that the corresponding counting problem is #P-complete.

Theorem 3.2 ([Eke93, HK99]) eAC(1,w)-matching is NP-complete and #eAC(1,w)-matching is
#P-complete.

Baader and Siekmann [BS94] showed that 1-IN-3 SAT can be reduced to elementary AC-
matching with an unbounded number of equations and two free constants. A slight refinement
of their reduction shows that actually one free constant suffices to yield NP-completeness, provided
the number of equations is unbounded.

Theorem 3.3 ([HK99]) The decision problem eAC(w, 1)-matching is NP-complete and the count-
ing problem #eAC(w, 1)-matching is #P-complete.

If both the length of the system and the number of free constants are kept bounded, then the
elementary AC-matching decision and counting problems are tractable.

Theorem 3.4 ([HK99]) €AC(k,m)-matching is in P and #eAC(k,m)-matching is in FP, for all
k>1and allm > 1.

The preceding theorems give a complete picture of the computational complexity of simulta-
neous elementary AC-matching problems. Next, we study the complexity of elementary matching
for the equational theory ACU of commutative monoids and unveil a different picture. Indeed,
simultaneous elementary ACU-matching turns out to be tractable for systems of bounded length,
even if the signature contains an unbounded number of free constants.

Theorem 3.5 ([HK99]) eACU(w, 1)-matching is NP-complete and #eACU(w, 1)-matching is #P-
complete. In contrast, eACU(k,w)-matching is in P and #eACU(k,w)-matching is in FP, for every
k> 1.

Finally, we examine the complexity of elementary matching for the equational theory A of
semigroups. Angluin [Ang80] showed that the problem €A (1,2)-matching is NP-complete; moreover,
Benanav et al. [BKN87] proved that eA(w, 1)-matching is NP-complete. The following result shows
that all other cases of elementary A-matching are tractable.

Theorem 3.6 ([Ang80, BKN87, HK99]) The eA(1,m)-matching is NP-complete and #eA(1,m)-
matching is #P-complete, for every m > 2. Moreover, €A(w,1)-matching is NP-complete and
#eA(w, 1)-matching is #P-complete. In contrast, eA(k,1)-matching is in P and #€eA(k,1)-match-
ing s in FP, for all k > 1.
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Simultaneous elementary A-matching

number of number of constants

equations 1 m > 2 w

k>1 | P/FP

w NP-complete / #P-complete

Simultaneous elementary AC-matching

number of number of constants
equations || 1 | m > 2 w
kE>1 P/ FP
w NP-complete / #P-complete

Simultaneous elementary ACU-matching

number of number of constants
equations || 1 | m > 2 w
kE>1 P/ FP
w NP-complete / #P-complete

Figure 7: Complexity results for simultaneous elementary E-matching
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Hermann and Kolaitis [HK99] investigate further the complexity of simultaneous elementary E-
matching problems for the equational theories AC and ACU with bounded variable occurrence.

Figure 7 summarizes the previously mentioned complexity results for elementary A-, AC-, and
ACU-matching

3.2 Complexity of equational unification

An E-unifier of s and ¢ is a substitution p such that sp =g tp holds. Whenever such an E-unifier
exists, we say that the terms s and ¢ can be E-unified.
A complete set of E-unifiers of s and t is a set S of substitutions such that the following hold:

1. Each substitution p € S is an E-unifier of s and ¢, and, moreover, dom(p) C V, where
V = Var(s) U Var(t) is the set of variables occurring in s or ¢;

2. For every E-unifier o of s and ¢, there is a substitution p € S such that p S]‘;{ 0.

S is a minimal complete set of E-unifiers of s and t if, in addition, every two distinct members of S
are gg—incomparable, that is, for all substitutions o, p € S the condition o SE p implies 0 = p.

It is possible that two terms s and ¢ are E-unifiable, but no minimal complete set of E-unifiers of
s and t exists. On the other hand, if a minimal complete set of E-unifiers of s and ¢ exists, then it is
unique up to =%. In this case, we let uCSUg(s,?) denote the (unique up to =% ) minimal complete
set of E-unifiers of s and ¢, if s and ¢ are unifiable, or the empty set, otherwise. Equational theories
can be classified according to their unification type, which takes into account the existence and the
cardinalities of the sets uCSUg(s,t). In particular, a theory E is said to be unitary if for every pair
of terms (s,t) the set uCSUg(s,t) exists and |uCSUg(s,t)| < 1. Similarly, E is said to be finitary
if for every pair of terms (s, ) the set pCSUg(s,t) exists and is finite.

With every equational theory E we associate the following decision and counting problems,
analogously to equational matching. Note that for the counting problem the equational theory
must be finitary.

E-UNIFICATION
Input: Two terms s and a £, and an equational theory E.
Question: Can s be E-unified with ¢, i.e., is there a substitution p, such that sp =g tp?

#E-UNIFICATION
Input: Two terms s and a £, and an equational theory E.
Output: Cardinality of the set uCSUg(s, t).

By examining the signature F over which the terms of unification problems in the theory Th(E)
have been built, we distinguish between three different kinds of E-unification. Let sig(E) be the
set of all function and constant symbols occurring in the equational axioms of E. If F = sig(E)
holds, then we speak about elementary E-unification. If the signature F contains in addition free
constant symbols, but no free function symbols, then we speak about E-unification with constants.
Finally, if the signature F contains free function symbols of arbitrary arities, then we speak about
general E-unification.

The aforementioned equational matching problems give immediately the lower bounds for the
corresponding unification problems. This is, for instance, the case of A-unification where the
lower bound is exactly that of A-matching, whereas the upper bound is PSPACE. There are
equational theories, like Boolean rings or Abelian groups, where the unification problems can be
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theory complexity

elementary with constants general
0 — — linear [PW78]
A — ippglrzggd[magg] NP-hard
C NP-complete NP-complete
AC NP-complete | NP-complete NP-complete [KN92]
ACI — in P NP-complete [KN92]
ACIU | +— inP NP-complete [Nar96]
AG — in P NP-complete
BR NP-complete | IIyP-complete PSPACE-complete

Figure 8: Complexity results for equational unification decision problems

always transformed into an equivalent matching problem, because of the presence of the nilpotence
axiom or the inverse axiom. Figure 8 summarizes the complexity results for some equational
unification decision problems.

The work presented here concerning #E-matching problems suggests that a similar investigation
should be carried out for #E-unification problems. Although the mentioned counting complexity
results imply that several #E-unification problems are #P-hard, we already know that there are
equational theories E, such as AC, for which #E-unification is not a member of #P. Indeed,
Domenjoud [Dom92] found AC-unification problems with n variables whose minimal complete set
of AC-unifiers has O(2%") elements. Since a counting problem in #P takes values that are bounded
by a single exponential in the size of the input, it follows that #AC-unification is not in #P. It is
an interesting open problem to analyze the computational complexity of #AC-unification and to
determine whether it is complete for some higher counting complexity class. Results along these
lines will delineate the computational difference between matching and unification in a precise
manner and will confirm the intuition that unification is harder than matching.

Two interesting results were proved by Hermann and Kolaitis [HK00] concerning the difference
between computing the minimal complete sets of unifiers for Boolean rings and Abelian groups
in the case of unification with constants on one hand and general unification on the other. The
counting problem #AG-unification with constants was known to be in FP, since it can be solved
by polynomial-time methods over the integers Z known from linear algebra. However, the following
theorem indicates that the general counting problems for Abelian groups and Boolean rings are
intractable.

Theorem 3.7 ([HKO00]) The problems general #AG-unification and general #BR-unification are
both #P-hard.

This result proves that the cardinality of the corresponding minimal complete sets of unifiers for
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Boolean rings and for Abelian groups cannot be computed in polynomial time unless P = NP.

3.3 Special interest for AC and Hilbert bases

The Hilbert basis of a homogeneous system of linear Diophantine equations over the non-negative
integers is the set of all non-zero vectors that are minimal solutions with respect to the pointwise
order. This set forms indeed a basis of the space of solutions of the system, that is, every solution
can be written as a positive linear combination of vectors from the Hilbert basis, and no member
of the Hilbert basis can be expressed as a positive linear combination of other members. Moreover,
this basis is essentially unique.

Computing the Hilbert basis of a homogeneous system of linear Diophantine equations over
non-negative integers has turned out to be one of the key problems in automated deduction. Its
importance in this area emerged through the work of Stickel [Sti81], who designed the first algo-
rithm for AC-unification. Stickel showed that the minimal complete set of unifiers of a simultaneous
elementary AC-unification problem can be obtained from the Hilbert basis of an associated homo-
geneous system of linear Diophantine equations over non-negative integers. Indeed, the minimal
complete set of AC-unifiers is the set of all compatible subsets of the Hilbert basis of that system,
where compatible in this context means that every variable can be instantiated by a non-zero linear
combination of the members of the compatible subset. Following the publication of Stickel’s algo-
rithm [Sti81], researchers became interested in algorithms for computing the Hilbert basis. Every
algorithm for computing the Hilbert basis of a system can also be used to count at the same time
the number of elements of the Hilbert basis, therefore we consider the counting complexity of the
Hilbert basis problem.

A homogeneous linear Diophantine system over non-negative integers is a system of equations

S: Az = 0, where A = (a!)}? is a k X n integer matrix and z = (z1,...,z,) is a vector of variables
ranging over non-negative integers. We say that a solution s of S is nontrivial if it is different
from the all-zero solution (0,...,0). We say that a solution s = (s1,...,8,) of S is smaller than
a solution s' = (s,...,s)), and write s < ¢, if s # ' and, for all i = 1,...,n, it is the case that

s; < 9; The relation < is called the pointwise order on solutions. A solution s is minimal if it is
nontrivial and there is no smaller nontrivial solution s”, that is, s < s is false for every nontrivial
solution s” of S.

The Hilbert basis H(S) of the system S is the set of all minimal solutions of S. This set is
indeed a basis for the space of nontrivial solutions of S, which means that no minimal solution
can be expressed as a positive linear combination of the other minimal solutions, whereas every
nontrivial solution can be expressed as a positive linear combination of minimal solutions. The
Hilbert basis H(S) is finite and it is the unique basis of the space of nontrivial solutions of S.

It is well known that Hilbert bases can be used to compute minimal complete sets of AC-
unifiers. Indeed, let AX =5c A’X’ be a simultaneous elementary AC-unification problem, where A
and A’ are matrices over non-negative integers, X = (Xy,...,X;) and X' = (X;41,...,X,,) are
not necessarily disjunctive vectors of formal variables, and + is the unique AC-symbol. With this
AC-unification problem, associate the homogeneous linear Diophantine system S: (A — A")z = 0,
where the arithmetic variable z; corresponds to the formal variable X; for i = 1,...,n. Consider
the Hilbert basis H(S) of the system S over the variables z1, ..., z,. Let {a1,...,a;} be a subset
of H(S) and v = (v1,...,vy) be a vector of new variables. For each 1 = 1,...,n, assign the linear
expression o/ vy +- - - +a' v, to the variable z;, where a§ is the i-th coordinate of the vector o;. We
say that {a1,..., am} is a compatible subset of H(S) if, for each variable x;, there exists a vector «;
such that a§ # 0, that is, the variable x; is not assigned the value 0. The minimal complete set
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of unifiers of the AC-unification problem AX =xc A’X’ turns out to be the set of all compatible
subsets of H(S) of the system S above, where z; — O/ﬁ v+ afnvm is the substitution of the
variable z;, when {aq, ..., ap,} is the chosen compatible subset.

Hermann, Juban, and Kolaitis [HJK99] considered the following counting problems that char-
acterize well the computational complexity of generating the Hilbert basis and, subsequently, the
AC-unifiers.

#HILBERT

Input: A system of homogeneous linear Diophantine equations S: Az = 0 over non-negative inte-
gers.

Output: The cardinality of the Hilbert basis H(S) of S.

#COMPATIBLE SUBSETS

Input: A set T of vectors of non-negative integers that are pairwise incomparable in the pointwise
order and linearly independent with respect to linear combinations with non-negative coefficients.
Output: The cardinality of the set of all compatible subsets of T.

Hermann, Juban, and Kolaitis [HJK99] proved the following reasonably tight upper and lower
bound for the Hilbert basis counting problem, even though they do not decisively pin down its
exact complexity. The #P-hardness proof is done using Hall’s theorem.

Theorem 3.8 The counting problem #HILBERT is #P-hard and belongs to the class #NP.

The preceding theorem yields upper and lower bounds for the complexity of counting the Hilbert
basis. An inspection of the #P-hardness proof reveals that #HILBERT would be in #P, if testing a
solution for minimality were solvable in polynomial time. Durand, Hermann, and Juban [DHJ99],
however, have shown that it is a coNP-complete problem to tell whether a given solution of a
homogeneous linear Diophantine system is minimal for a homogeneous linear Diophantine system.
Thus, assuming P # NP, to prove that #HILBERT is in #P would require one to come up with a
very different set of witnesses for #HILBERT and show that membership in that witness set is in
polynomial time. It is believed that this is not possible and conjectured that #HILBERT is not in
#P.

Let #HILBERT(m) be the restriction of #HILBERT to systems of equations with at most m
occurrences of each variable. It turns out that #HILBERT(3) has the same complexity as the
original problem, what carries over to each m > 3, whereas #HILBERT(1) is clearly in FP by
a simple combinatorial argument mentioned in [LC89]. The counting problem #HILBERT(2) has
been proved in [HJK99] to be included in #P by means of a long case analysis. However the general
lower bound proof does not work for this special case any more.

Stickel’s algorithm [Sti81] for simultaneous elementary AC-unification proceeds by first finding
the Hilbert basis of the associated homogeneous linear Diophantine system, and then producing
the set of all compatible subsets of that basis. To gain insight into the inherent complexity of the
latter algorithm, Hermann, Juban, and Kolaitis [HJK99] examined the computational complexity
of counting the number of compatible subsets of a given set 7" of linearly independent and pairwise
incomparable vectors of non-negative integers.

Theorem 3.9 The counting problem #COMPATIBLE SUBSETS is #P-complete.
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3.4 Combination of unification algorithms

The development of combination algorithms originated with Stickel’s algorithm for general AC-
unification [Sti81]. Stickel first constructed an algorithm for elementary AC-unification and then
introduced a special-purpose combination algorithm for general AC-unification that used the al-
gorithm for elementary AC-unification and the algorithm for syntactic unification as subroutines.
Similar work was carried out by others. This triggered the research on the combination of unifi-
cation algorithms for disjoint equational theories, a problem that was finally solved by Schmidt-
Schauf} [SS89]. Using a new approach, Baader and Schulz [BS96] presented a combination method
for decision problems in disjoint equational theories; a slight modification gives rise to a method
for combining algorithms for unification in two disjoint equational theories.

Every known combination algorithm for equational unification has an exponential running time.
In particular, even if there exist polynomial-time unification algorithms A; and As for the disjoint
theories Th(E;) and Th(E;), every known general combination method will give rise to an ex-
ponential algorithm A for unification in the theory Th(E; U Es). There was even a quest for a
polynomial-time combination method launched within the AC-unification case [BHK*88]. Her-
mann and Kolaitis [HK00] showed that this exponential-time behavior is not a deficiency of the
known combination algorithms, but rather is caused by the inherent intractability of the combi-
nation problem. More precisely, they show that there is no polynomial-time general combination
algorithm for unification in finitary equational theories, unless the complexity class #P of counting
problems is contained in the class FP of function problems solvable in polynomial time.

Theorem 3.10 ([HKO00]) Unless #P is contained in FP, there does not exist a combination algo-
rithm A for Eq UEq-unification, where Eq and Eq are disjoint equational theories, such that A runs
in polynomial time using oracles for the Ei-unification problem and the Eo-unification problem.

The previous result holds already in the presence of a single unary function symbol. Based on similar
ideas, Schulz [Sch00] investigated a large class of tractable and intractable instances of combination
problems for unification and disunification decision problems. Following from his analysis, it seems
that already very simple and natural conditions on the equational theory E imply NP-hardness of
the combination problem for the decision case of unification, where E is one of the involved disjoint
theories.

3.5 Open problems

Probably the most interesting problem in the complexity of equational matching and unification is
the problem of determining the exact complexity of A-unification. The upper bound was recently
pushed down from multiple exponential to PSPACE by Plandowski [P1a99]. The lower bound is
still NP-hard, coming from the lower bound for A-matching. Is it possible to push the lower bound
higher in the polynomial hierarchy or even to PSPACE? Another possibility would be to push
down the upper bound even further. However, in the scope of the very simple lower bound proof
as opposed to Plandowski’s sophisticated method for proving PSPACE membership, it is more
probable to find a higher lower bound, even if there exists a conjecture that A-unification could be
NP-complete.

Another interesting open question consists of determining the exact complexity of the problem
#HILBERT to count the cardinality of a homogeneous linear Diophantine system of equations over
non-negative integers. The lower bound is #P-hard, whereas the upper bound is #NP, what makes
a difference of two counting complexity classes. Hermann, Juban, and Kolaitis conjecture that the
problem is #NP-complete. There are two reasons to believe that the conjecture is right. The first
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one is that testing whether a given vector belongs to the Hilbert basis of a given system is coNP-
complete [DHJ99]. The second is that a similar problem of counting the minimal solutions of a
propositional formula has been proved #NP-complete by Durand, Hermann, and Kolaitis [DHKO00].
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