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#### Abstract

In this article we derive an algorithm for computing the "optimal" wait-free program on two processors that implements a given relation from the semantics of a small sharedmemory parallel language. This algorithm is compared with the more general algorithm given in [9, 13] based on the participated set algorithm of [1]. This work is a natural follow up of [7].


## 1 Introduction and Related Work

The work reported here is concerned with the robust or faulttolerant implementation of distributed programs. More precisely, we are interested in wait-free implementations on a shared memory biprocessor machine with atomic read/write registers (described in Section 2). This means that the processes executed on the two processors (say $P$ and $Q$ ) must be as loosely coupled as possible so that even if one fails to terminate, the other will carry on computation and find a correct partial result. This excludes all mutual exclusion constructs such as semaphores, monitors etc. Wait-freeness is also intended to help solve an efficiency problem: if one of the processors is much slower than the other, can we still implement a given function in such a way that the fast process will not have to wait too much for the slow one?
This field of distributed computing has received up to now considerable attention. Typically, one is interested in implementing a distributed database in which remote transactions do not have to wait for each others. The kind of functions we have to consider then is more like coherence relations between the possible local inputs on each processor and the final global output of the machine. For instance, when two transactions wish to change the same shared item in the database in an asynchronous manner, one has to choose which transaction will get the leading rôle, to keep the database coherent. This is the well known consensus problem, or Byzantine generals problem. Formally, if we represent the values of the shared items by integers
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then the consensus problem is the input/output relation $\Delta \subseteq(\mathbb{Z} \times \mathbb{Z}) \times(\mathbb{Z} \times \mathbb{Z})$ defined as follows,
(a) For all integers $i,(i, i) \Delta(i, i)$,
(b) For all $i, j,(i, j) \Delta(i, i)$,
(c) For all $i, j,(i, j) \Delta(j, j)$.

A pair of integers is a pair of local values on $P, Q$. The relation $\Delta$ described above means that (respectively),
(a) If $P$ and $Q$ start with the same local input value $i$, then they must end with the same output value $i$ as well. This corresponds to the fact that they can only agree on the value $i$ in that case.
(b) If $P$ and $Q$ start with different local input values, say $i, j$, then $P$ and $Q$ can agree on value $i$.
(c) $P$ and $Q$ can also agree on value $j$.

What if now one of the two processors fails to terminate? If we represent failure by the symbol $\perp$, then the coherence relation $\Delta$ has to be extended so that it expresses the behaviour of the system in nasty cases,
(d) For all $i,(i, \perp) \Delta(i, \perp)$.
(e) For all $j,(\perp, j) \Delta(\perp, j)$.

This means (respectively),
(d) If $Q$ fails then $P$ must terminate and stick to its local value $i$.
(e) If $P$ fails then $Q$ must terminate and stick to its local value $j$.

In fact, it is well known that this relation cannot be implemented in a wait-free manner on a shared memory machine with atomic read/write registers [5], whereas the following approximate consensus, called pseudo-consensus in [9], has a solution,
(a') For all $i, j$ booleans, $(i, j) \Delta(i, i),(i, j) \Delta(j, j)$. This is the same as (a), (b) and (c) (for boolean values 0 and 1).
(b') $(0,1) \Delta(1,0)$.

instructions $I$, and then another one for processes $P$

$$
I:=\mathrm{nil}
$$

Figure 1: Sketch of a shared memory machine with atomic read/write registers.
(c') Same as (d) and (e).
We have just slightly relaxed the agreement problem by adding rule ( $b^{\prime}$ ) specifying that we could agree except for input $(0,1)$ where a minor error is tolerated. We can implement this one in a wait-free manner, as will be shown in Section 6.5.
We follow here the geometric view on distributed computation used in recent litterature in distributed protocols [2, 3, $9,10,11,12,13,15]$ and in some ways in recent litterature in semantics of concurrency $[6,7,8,14,17]$. The idea is that wait-free relations exhibit some geometrical properties (Section 5). We give another way of proving this (with respect to the way of M. Herlihy, N. Shavit and S. Rajsbaum), starting with a semantics of a shared memory language, bringing these considerations close to the semantics and language people.
Not only do these relations exhibit certain properties, but conversely any relation which exhibits these properties can be constructed algorithmically at least in the case of two processors. We derive a different algorithm than the one of [9, 13] based on the participating set algorithm of [1] directly from the semantics of our language (Section 6). Its short proof stems directly from its construction. Then, after giving a few examples, we compare both algorithms (Section 7) and show that ours gives the programs with the minimum number of comparisons and accesses to the shared memory for all possible executions, hence produces the most efficient code for computing any wait-free relation.
The case we are studying in this article (two processors only) should be considered as a demonstration of the non-triviality of the characterization of what can be computed on a distributed machine. It should also be considered as an interesting case when it comes to applications, since we believe that many computer systems are now designed with duplicate units, or with a low level of parallelism, just for increasing the speed of computation without going into deep technical questions due to massive parallelism.

## 2 The machine and language

We consider a shared memory machine with two processors such as the one pictured in Figure 1. The shared memory is formalized by a collection of registers $V=\{x, y\}$. Each processor $P, Q$ has a local memory composed of registers $r_{j}^{i}$ in a set $V_{i}(i=P, Q)$. All reads and writes are done in an asynchronous manner on the shared memory. There is no conflict in reads, nor in writes since we ensure that the writes of distinct processors are made on distinct parts of the shared memory ( $P$ is only allowed to write on $x, Q$ is only allowed to write on $y$ ).
We use the following syntax for the shared memory language handling this machine. We first have a grammar for

$$
\begin{aligned}
& \text { | scan } \\
& \text { | write(c) } \\
& \mid \quad r=f\left(r_{1}, \cdots, r_{n}\right)
\end{aligned}
$$

where $c$ is a local register or a value (in $\mathbb{Z}$ ), $r, r_{1}, \cdots, r_{n}$ are the local registers and $f$ is any partial recursive function.

$$
\begin{array}{rlll}
P:=I & \\
& I \text { case } & \left(u_{1}, u_{2}, \ldots, u_{k}\right) & \text { of } \\
& & \left(a_{1}^{1}, a_{2}^{1}, \ldots, a_{k}^{1}\right): & P \\
& & \ldots \\
& & \left(a_{1}^{n}, a_{2}^{n}, \ldots, a_{k}^{n}\right): & P \\
& & \text { default: } & P \\
& & P ; P &
\end{array}
$$

where $r$ is any local register. Programs are Prog := $(P \mid P)$ (we are considering programs on two processors only).
Our convention for writing programs will be to name $r_{P}^{P}, u$ in $P, r_{Q}^{P}, v$ in $P$. We will use the same local names in $Q$, i.e. $u$ for $r_{P}^{Q}$ and $v$ for $r_{Q}^{Q}$. In the writing of programs, we will also shorten the global names $x_{P}$ by $x$ and $x_{Q}$ by $y$.
nil is the instruction that writes the local value of processor $P_{i}$ (i.e. $r_{i}^{i}$ ) in the shared variable $x_{i}$. It is in general used as a default action in case statements.
scan reads the shared array in one round and stores it into some of the local registers of the process in which it is executed. scan executed in $P_{i}$ stores $x_{j}$ in $r_{j}^{i}$ ( $j$ being the name of the other processor). We suppose (for convenience) that it also writes its local value ( $r_{i}^{i}$ for processor $i$ ) in the shared variable $x_{i}$.
write ( $u$ ) executed in $P_{i}$ writes $u$ in $x_{i}$.
$r=f\left(r_{1}, \cdots, r_{n}\right)$ computes the partial recursive function $f$ with arguments $r_{1}, \cdots, r_{n}$ and stores the result in $r$.
case is the ordinary case statement on any tuple of local registers, with any finite number of branches allowed.
; is the sequential composition of processes.
| is the parallel composition of processes.

## 3 Concrete Semantics

We denote both the shared and local stores by $\rho$ which is a function from $V \cup\left(\cup_{i} V_{i}\right)$ to $\mathbb{Z}$, the domain of values. The semantics is given in terms of a transition system generated by the rules below. The states of the transition system are pairs $(\{P, Q\}, \rho)$ where $P$ (respectively $Q$ ) is the text of the program yet to be executed on the first processor (respectively second processor) and $\rho$ is the value of the global and local memories at this point of the computation.
(nil)

$$
\left(\left\{\operatorname{nil} ; P^{\prime}, Q\right\}, \rho\right) \xrightarrow{\operatorname{nil}}\left(\left\{P^{\prime}, Q\right\}, \rho[x \leftarrow u]\right)
$$

(scan)

$$
\left(\left\{\operatorname{scan} ; P^{\prime}, Q\right\}, \rho\right) \xrightarrow{\text { scan }}\left(\left\{P^{\prime}, Q\right\}, \rho[v \leftarrow y, x \leftarrow u]\right)
$$

$$
\left(\left\{\operatorname{scan} ; P^{\prime}, \operatorname{scan} ; Q^{\prime}\right\}, \rho\right) \xrightarrow{\text { sync }}\left(\left\{P^{\prime}, Q^{\prime}\right\},\right.
$$

(write)

(calc)
$\left(\left\{\left(r=f\left(r_{1} \ldots r_{n}\right)\right) ; P^{\prime}, Q\right\}, \rho\right) \xrightarrow{\text { calc }}\left(\left\{P^{\prime}, Q\right\}, \rho\left[r \leftarrow f\left(r_{1} \ldots r_{n}\right)\right]\right)$
(case)
If $\exists k, \forall i, u_{i}=a_{i}^{k}$,

$$
\left.\left\{\left(\begin{array}{l}
\operatorname{case}\left(u_{1} \ldots u_{k}\right) o f \\
\left(a_{1}^{1} \ldots a_{k}^{1}\right): P_{1} \\
\ldots \\
\left(a_{1}^{n} \ldots a_{k}^{n}\right): P_{n} \\
\text { default }: P
\end{array}\right) ; P^{\prime}, Q\right\}, \rho\right) \xrightarrow{\text { case }}\left(\left\{P_{k} ; P^{\prime}, Q\right\}, \rho\right)
$$

Otherwise,

$$
\left(\left\{\left(\begin{array}{l}
\text { case }\left(u_{1} \ldots u_{k}\right) o f \\
\left(a_{1}^{1} \ldots a_{k}^{1}\right): P_{1} \\
\ldots \\
\left(a_{1}^{n} \ldots a_{k}^{n}\right): P_{n} \\
d e \text { fault }: P
\end{array}\right) ; P^{\prime}, Q\right\}, \rho\right) \xrightarrow{\text { case }}\left(\left\{P ; P^{\prime}, Q\right\}, \rho\right)
$$

We also add the obvious symmetric rules where we interchange the rôles of $P$ and $Q$.
In [7], the semantics was given in terms of Higher-Dimensional Automata (HDA). This played a key rôle in giving the geometric characterization of the computable wait-free relations (to be used in Section 5). As we restricted to binary relations (i.e. to biprocessor computations) the geometric properties we need to consider are graph-theoretic properties (mainly about the number of connected components). This is why we simplified the HDA semantics to its skeleton of dimension one, i.e. the transition system generated by the rules above. Notice however that the (sync) rule is not a rule captured by the ordinary interleaving semantics since scan actually encapsulates two "atomic" actions, a write and then a read from memory. This rule is in general formalized as a 2-dimensional partial transition (as in [4]).

## 4 Abstraction of the Semantics

From the operational semantics of last section, we define some kind of denotational abstraction. We only retain from the concrete semantics the relation between the input value and the output value of each process.
Formally, the input and output values are nodes of a graph that we will call the compatibility graph $S_{\mathbb{Z}}=(V, E)$ defined as follows (see Figure 2 for a picture of $S_{[1, M] \cap \mathbb{Z}}$ ).
(P,1)
Figure 2: The input graph for values in $[1, M] \cap \mathbb{Z}$.

- its set of vertices is $V=\{P\} \times \mathbb{Z} \cup\{Q\} \times \mathbb{Z}$,
- its set of edges is $E=\left\{\left(v_{1}, v_{2}\right) / v_{1}=(P, r), v_{2}=\right.$ $(Q, s)\}$ with the obvious boundaries.

Following [7] we define two projections $p_{I}$ and $p_{O}$ onto $S_{\mathbb{Z}}$. $p_{I}$ only retains the initial value of the local variable $u$ of $P$ and $v$ of $Q . p_{O}$ only retains the final value of $x$ for $P$ and of $y$ for $Q$. Formally,

- if $(\{P, Q\}, \rho)$ is an initial state,

$$
p_{I}(\{P, Q\}, \rho)=((P, \rho(u)),(Q, \rho(v)))
$$

- if $(\{\epsilon, \epsilon\}, \rho)$ is a final state ( $\epsilon$ denoting the empty string),

$$
p_{\circ}(\{\epsilon, \epsilon\}, \rho)=((P, \rho(x)),(Q, \rho(y)))
$$

The image by $p_{I}$ of the set of initial states for a program $\{P, Q\}$ is called the input graph $\mathcal{I}$. The image by $p_{O}$ of the set of final states is called the output graph $\mathcal{O}$. They are particular cases of the input complex and output complex (respectively) of [9]. They were seen as the initial and final cuts of the dynamic HDA semantics (respectively) in [7].
Now the "denotational" relation $\Delta \subseteq \mathcal{I} \times \mathcal{O}$, or specification graph, induced by the semantics is defined as,

$$
\left(v_{1}, v_{2}\right) \Delta\left(v_{1}^{\prime}, v_{2}^{\prime}\right)
$$

if and only if

- $\left(v_{1}, v_{2}\right)=p_{I}(\{P, Q\}, \rho),\left(v_{1}^{\prime}, v_{2}^{\prime}\right)=p_{O}\left(\{\epsilon, \epsilon\}, \rho^{\prime}\right)$,
- there is a trace in the semantics of $P \mid Q$ starting at state $(\{P, Q\}, \rho)$ and ending at state $\left(\{\epsilon, \epsilon\}, \rho^{\prime}\right)$.

We extend the relation $\Delta$ to nodes of the graph as well. Nodes of the specification graph represent the solo executions of $P$ or $Q$. We write them as $\left(v_{1}, \perp\right)$ or $\left(P, v_{1}\right)$ for the solo execution of $P$ from state $v_{1},\left(\perp, v_{2}\right)$ or ( $Q, v_{2}$ ) for the solo execution of $Q$. Then $\left(v_{1}, \perp\right) \Delta\left(v_{1}^{\prime}, \perp\right)$ if and only if there is a solo execution of $P$ starting with private (i.e. local) state $v_{1}$ and ending with state $v_{1}^{\prime}$. We have the obvious similar definition for solo executions of $Q$.

## 5 Geometric Properties

Specification graphs represent the relation computed by programs written in our wait-free language. Conversely, given a binary relation, can we determine whether it can be implemented in our language (that is, whether it is a wait-free binary relation or whether it is the "denotational" semantics of some program in our language)? The answer is yes, and could be proved as a particular case of a general theorem


Figure 3: The specification of the binary pseudo-consensus.


Figure 4: The specification of the binary consensus.
by M. Herlihy and N. Shavit [12]. The criterion in our case is as follows. Suppose that $P$ and $Q$ ran alone (i.e. with the other process not being fired in parallel) are the identity functions on their inputs, and that the allowed initial states are such that $\rho(x)=\rho(y)=\perp$, then,

Lemma 1 Let $\left\{e_{1}, \ldots, \epsilon_{k}\right\}$ be the image of a segment $e=$ $((P, u),(Q, v))$ of the input graph under the relation $\Delta$, i.e. the set of segments $e^{\prime}$ such that $e \Delta e^{\prime}$. Then $\epsilon_{1}, \ldots, e_{k}$ is a path from $(P, u)$ to $(Q, v)$ in the output graph.

Sketch of proof. Looking at the semantics one can prove that we can only change one value at a time (i.e. $x$ or $y$ ) making a connected path of value changes. Formally this is proved by induction on the operational semantics.

This geometric condition is satisfied for the pseudo-consensus relation as one can see by looking at the specification graph of Figure 3.
The situation is not quite the same with binary consensus (Figure 4). An easy inspection shows that the image of the segment $((P, 0),(Q, 1))$ is a set of two disconnected segments, thus violating Lemma 1 . Therefore, binary consensus cannot be implemented in a wait-free manner. The intuition behind this result is quite simple. Consensus requires that a process can tell whether it is the first or last to choose, because otherwise there is no way to be sure that the two processes will agree on any value. This means it needs a synchronization, a break of the connexity of the cuts of the dynamics [7]. This is of course impossible in a wait-free language.
Similarly, if the input is given locally to the processes as we supposed in Lemma 1, parallel or (or ordered binary consensus, see the specification graph, Figure 5) cannot be implemented in a wait-free manner. There is though a wait-free solution for parallel or if the input is stored in the shared memory right from the beginning:


Figure 5: The specification of parallel or.

$$
\begin{array}{rlrl}
\text { Prog }= & P \mid Q \\
P= & \text { scan } ; & \mathrm{Q}= & \\
& \text { case } v \text { of } ; \\
& & 1: \text { write }(1) & \\
& & \text { case } u \text { of }
\end{array}
$$

## 6 Algorithmics

We will derive the algorithm from Lemma 1. First of all we will try to meet the requirements of the lemma. This will be the aim of Sections 6.1 and 6.2. Then we will find a way to describe in a recursive manner all paths $e_{1}, \ldots, e_{k}$ that appear in the lemma as image of a segment $\epsilon$. This is the aim of Sections 6.3 .1 and 6.3.2. Finally we will recap the algorithm in Section 6.4.

### 6.1 Rotation of the specification graph

We wish here to construct part of the code in charge of ensuring that we are left with solving a specification problem $\Delta$ such that $(u, \perp) \Delta(u, \perp)$ and $(\perp, v) \Delta(\perp, v)$.
Suppose $(u, \perp) \Delta(f(u), \perp)$ and $(\perp, v) \Delta(\perp, g(v))$. By Church's thesis, $f$ and $g$ are partial recursive functions. Then the program Prog $=P(f) \mid Q(g)$ with $P(f)$ and $Q(g)$ defined below solves the specification $\Delta$ if and only if $P \mid Q$ solves the specification $\Delta^{\prime}$ with $(f(u), \perp) \Delta^{\prime}(f(u), \perp),(\perp, g(v)) \Delta^{\prime}(\perp, g(v))$ and $(f(u), g(v)) \Delta^{\prime}\left(f\left(u^{\prime}\right), g\left(v^{\prime}\right)\right)$ whenever $(u, v) \Delta\left(u^{\prime}, v^{\prime}\right)$.

Sketch of proof. The line of code before the calls to $P$ and $Q$ only acts on the local memory of each processor, hence there is no other action than the one deduced from the purely sequential behaviour of $P(f)$ and $Q(g)$ respectively. $\square$

### 6.2 Minimal unfolding of the output graph

We now suppose that we have to solve a specification problem with a relation which is such that it is the identity rela-


Figure 6: Example of a specification graph.


Figure 7: Minimal unfolding (right) of the graph (left).
tion when restricted to the vertices of the graph. We fulfill now the hypotheses of Lemma 1.
Let $e=((P, u),(Q, v))$ be any segment of the input graph, and $G_{e}$ be the subgraph of the output graph (connected by Lemma 1), image of $e$ by the specification relation $\Delta$. Let $\bar{G}_{e}$ be the directed graph generated by $G_{e}$ where each segment has an inverse. To exemplify the whole process described in this section, look at Figure 6 for the specification graph corresponding to a segment $e=(a, b)$ (the graph $G_{e}$ is at the right-hand side of the picture), and to the left of Figure 7 for a picture of $\bar{G}_{\underline{e}}$. An unfolding of $G_{e}$ is any path $p$ from $(u, \perp)$ to $(\perp, v)$ in $\bar{G}_{e}$ such that $p$ traverses all segments of $G_{e}$. The minimal unfolding is the shortest of such paths. Its interest lies in the fact that from there we will be able to generate a code for $P$ and $Q$ that will implement this subpart of the specification graph. We will see in next section and in Section 7.2 that the length of this code is linearly related to the length of this unfolding, hence the usefulness of finding the shortest path to get the most efficient code.
An algorithm for determining such a minimal unfolding is based on a breadth-first traversing strategy [16] of the graph, the traversing being complete when the criterion "having gone through all non-oriented segments and ending at $(\perp, v)$ " is met. For instance, this algorithm constructs the minimal unfolding of $G_{e}$ which is pictured at the right of Figure 7.

### 6.3 Main code

We can now suppose that all paths image by $\Delta$ of any segment of the input graph are made of distinct segments (one should say, oriented segments). We can also still suppose that $\Delta$ restricted to vertices is the identity relation.

### 6.3.1 Subdivision of a segment into three segments

The program Prog $=P[$ nil $] \mid Q[$ nil $]$ with $P$ and $Q$ defined below (being programs with one hole [] in which we can plug any other program) implements the specification graph of Figure 8 (the segments not being pictured are mapped onto themselves).


Figure 8: Subdivision of a segment into three segments.

$$
\begin{aligned}
P= & \text { scan } & Q= & \text { scan } \\
& \text { case }(u, v) \text { of } & & \text { case }(u, v) \text { of } \\
& \left(x, y^{\prime}\right): \text { write }\left(x^{\prime}\right) ;[] & & \left(x, y^{\prime}\right): \text { write }(y) ; \square \\
& \text { de fault : nil } & & \text { default }: \text { nil }
\end{aligned}
$$

Sketch of proof. Using the semantics, we have the following three possibilities, since the only possible interactions are between the scan statements (the rest of the processes only act on their local memory),
(i) Suppose the scan operation of $P$ is completed before the scan operation of $Q$ is started: $P$ does not know $y$ so it chooses to write $x$. Prog ends up with $((P, x),(Q, y))$.
(ii) Symmetric case: Prog ends up with $\left(\left(P, x^{\prime}\right),\left(Q, y^{\prime}\right)\right)$.
(iii) The scan operations of $P$ and $Q$ are simulaneous. Using the sync rule we can show that Prog ends up with $\left(\left(P, x^{\prime}\right),(Q, y)\right)$.

Example 1 - The binary pseudo-consensus whose specification graph is given in Figure 3 is precisely this program with $x=0, x^{\prime}=1, y=0, y^{\prime}=1$.

- We can carry on the example specified in Figure 6, setting for instance $a=(P, x), b=\left(Q, y^{\prime}\right)$ and $c=(Q, y)$ the program implementing the specification (i.e. the subdivision of the segment $(a, b)$ into the minimal unfolding $((a, c),(c, a),(a, b)))$ is Prog $=P \mid Q$ with,

$$
\begin{aligned}
P= & \text { scan } & Q= & \text { scan } \\
& \text { case }(u, v) \text { of } & & \text { case }(u, v) \text { of } \\
& \left(x, y^{\prime}\right): \text { write }(x) & & \left(x, y^{\prime}\right): \text { write }(y) \\
& \text { default }: \text { nil } & & \text { default }: \text { nil }
\end{aligned}
$$

### 6.3.2 Subdivision of a segment into a path

The program

$$
\operatorname{Prog}=P\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right) \mid Q\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right)
$$

with $P$ and $Q$ defined below, implements the specification graph of Figure 9.

$$
\begin{aligned}
P\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right)= & P\left(x_{1}, y_{1}, x_{n}, y_{n}\right) \\
& {\left[P\left(x_{n}, y_{n-1}, \cdots, x_{2}, y_{1}\right)\right] } \\
Q\left(x_{1}, y_{1}, \cdots, x_{n}, y_{n}\right)= & Q\left(x_{1}, y_{1}, x_{n}, y_{n}\right) \\
& {\left[Q\left(x_{n}, y_{n-1}, \cdots, x_{2}, y_{1}\right)\right] }
\end{aligned}
$$



Figure 9: Subdivision of a segment into a path.


Figure 10: A specification graph.
where $P\left(x_{1}, y_{1}, x_{n}, y_{n}\right) \mid Q\left(x_{1}, y_{1}, x_{n}, y_{n}\right)$ is the program of last section with $x=x_{1}, y=y_{1}, x^{\prime}=x_{n}$ and $y^{\prime}=y_{n}$.
Sketch of proof. The idea is to subdivide the segment ( $x_{1}, y_{n}$ ) in a recursive manner (see Figure 9). First subdivide $\left(x_{1}, y_{n}\right)$ into $\left\{\left(x_{1}, y_{1}\right),\left(x_{n}, y_{1}\right),\left(x_{n}, y_{n}\right)\right\}$ by using the pro$\operatorname{gram} P\left(x_{1}, y_{1}, x_{n}, y_{n}\right) \mid Q\left(x_{1}, y_{1}, x_{n}, y_{n}\right)$. Then subdivide recursively ( $x_{n}, y_{1}$ ) into the path of length $n-1\left(x_{n}, y_{n-1}, \ldots\right.$, $\left.x_{2}, y_{1}\right)$ using $P\left(\left(x_{n}, y_{n-1}, \ldots, x_{2}, y_{1}\right) \mid Q\left(x_{n}, y_{n-1}, \ldots, x_{2}, y_{1}\right)\right.$. Prog works since (as all the segments ( $x_{i}, y_{i}$ ) are distinct) there is no interference between $P\left(x_{1}, y_{1}, x_{n}, y_{n}\right)$ and $Q\left(x_{n}, y_{n-1}\right.$, $\left.\ldots, x_{2}, y_{1}\right)$ nor between $Q\left(x_{1}, y_{1}, x_{n}, y_{n}\right)$ and $P\left(\left(x_{n}, y_{n-1}, \ldots\right.\right.$, $\left.x_{2}, y_{1}\right) . \square$

Example 2 Consider the specification graph pictured in Figure 10. The minimal unfolding is shown in two different ways in Figure 11. Using the result above, the code for implementing it is Prog $=P \mid Q$ with $P=P(0,0,0,0)[P(0,0,1,0)[$ $P(1,1,1,0)]]$ and $Q=Q(0,0,0,0)[Q(0,0,1,0)[Q(1,1,1,0)]]$.

### 6.4 The algorithm

The specification graph is given. The algorithm terminates with an error (if the relation specified is not wait-free) or


Figure 11: The corresponding minimal unfolding and minimal path.
with the text of the two processes that implements the relation. The algorithm is as follows,

- Determine the rotation code (Section 6.1),
- For all segments $e=((P, u),(Q, v))$ of the input graph, do,
- determine the connected subgraph $G_{e}$ of the output graph, image of $e$ under the specification relation $\Delta$,
- determine the minimal unfolding $\left(\left(P, x_{1}\right) \ldots\left(P, x_{n}\right)\right.$, $\left.\left(Q, y_{n}\right)\right)$ of $G_{e}$ (Section 6.2),
- The program up to that point is

$$
\text { Prog }_{e}=P\left(x_{1}, \ldots, y_{n}\right) \mid Q\left(x_{1}, \ldots, y_{n}\right)
$$

of Section 6.3.2,

- Mix the code for all segments.

We saw all the material needed in the previous sections except the "mixing" of the code for all segments. As a matter of fact, we have shown how to derive a code for the specification of just one input (a segment). Now we have to mix the codes for all inputs.
The idea here is quite simple: $\operatorname{Mix}\left(\operatorname{Prog}_{1}, \operatorname{Prog}_{2}\right)\left(\operatorname{Prog}_{1}=\right.$ $\left.P_{1}\left|Q_{1}, \operatorname{Prog}_{2}=P_{2}\right| Q_{2}\right)$ is essentially a program whose processes are $\operatorname{Mix}\left(P_{1}, P_{2}\right)$ and $\operatorname{Mix}\left(Q_{1}, Q_{2}\right)$ such that all their case entries are the union of the case entries of $P_{1}$ and $P_{2}$ (respectively of $Q_{1}$ and $Q_{2}$ ). Formally, Mix is an operation on processes that can be defined inductively when applied to the processes that subdivide segments
if $\left(x, y^{\prime}\right) \neq\left(X, Y^{\prime}\right)$,

$$
\begin{aligned}
& \operatorname{Mix}\left(P\left(x, y, x^{\prime}, y^{\prime}\right)\left[P_{1}\right], P\left(X, Y, X^{\prime}, Y^{\prime}\right)\left[P_{2}\right]\right)= \\
& \text { scan } ; \\
& \text { case }(u, v) \text { of } \\
& \quad\left(x, y^{\prime}\right): \text { write }\left(x^{\prime}\right) ; P_{1} \\
& \left(X, Y^{\prime}\right): \text { write }\left(X^{\prime}\right) ; P_{2} \\
& \text { default }: \text { nil }
\end{aligned}
$$

There should also be shortcuts for representing more general programs, with loop constructs and parameterized case statements. This is beyond the scope of this paper.

### 6.5 Example, the binary case

As in [7] we might be interested in the case where the values of the registers are booleans, i.e. 0 or 1 . There is then an easy classification theorem of all binary wait-free relations, on which we can examplify our algorithmic construction.
By Lemma 1 we know that all four segments of the input graph must be mapped onto paths of the output complex, between the respective images of the vertices. We also know that the output graph must be a subgraph of the binary 2 -sphere (which is the graph pictured in Figure 12).
Therefore we have the three possibilities (a), (b), and (c) of Figure 13 for the output graphs (up to "rotation").
There are actually many more possibilities for the allowed relations between the input and output complexes.


Figure 13: The three possible output graphs for wait-free binary relations

- A typical "type (a)" program is the identity for processes $P$ and $Q$. The relation in this case is therefore the identity relation on the binary 2 -sphere. Notice that there are other kinds of programs of this type. For instance the relation shown in Figure 14 can be implemented as follows,

$$
\begin{aligned}
\text { Prog }= & P \mid Q \\
P= & \text { scan; } \quad \mathrm{Q}= \\
& \text { nil } \quad \text { scan } ; \\
& \quad \text { case } u \text { of } \\
& 1: \text { write }(\text { not } v) \\
& \\
& \quad \text { default }: \text { nil }
\end{aligned}
$$

- Typical "type (b)" program is pseudo-consensus.
- Typical "type (c)" programs are two constant processes in parallel.

In fact all these can be seen to have a normal form of the type $\operatorname{Mix}\left(P\left(0, y_{0}, x_{0}, 0\right), P\left(0, y_{0}^{\prime}, x_{0}^{\prime}, 1\right), P\left(1, y_{1}, x_{1}, 0\right), P\left(1, y_{1}^{\prime}, x_{1}^{\prime}, 1\right)\right)$.


Figure 14: A non-identity wait-free relation on the binary 2-sphere

7 Comparison with related work

### 7.1 The participating set and Herlihy's algorithm

The participating set algorithm aims at solving the simplex agreement task of [9], that is, a generalization to any number of processors of the specification graph of Figure 8. When particularized to two processors, it can be written as follows, in pseudo Pascal (all arrays are in shared memory),

```
procedure segment_agree (i:proc_id;
my_vertex : vertex_value;
\(k\) : refinement);
input \([i]:=\) my_vertex;
for \(r:=1\) to \(k\) do
    \(S[r][i]:=\) particip_set \((i, f[r])\);
    if \(r=1\)
        then vertex \([j, 1]:=\langle i,\{\) input \([k] \mid k \in S[j, 1]\}\rangle\)
        else vertex \([j, r]:=\langle i,\{\operatorname{vertex}[k, r-1] \mid k \in S[j, r]\}\rangle\)
return(vertex \((i, k)\) );
end segment_agree
procedure particip_set (i:proc_id;
    \(f\) : shared_array);
repeat
    \(f[i]:=f[i]-1 ;\)
    scan;
    \(S:=\left\{j \mid r_{j}^{i} \leq f[i]\right\} ;\)
until \(|S| \geq f[i]\);
return \((S)\);
end particip_set
```

The intuition behind this algorithm is to subdivide all segments of the input graph, in a uniform manner, and enough so that all the subdivisions of the segments we need to implement the relation can be deduced from it. As a matter of fact, if we have subdivided a segment into $N$ segments, then all subdivisions into $M$ segments, $M \leq N$ can be deduced from it by just identifying the points in the finer subdivision which are not needed. The effect of the iterated participating set algorithm is (as shown in Figure 15) to create at iteration $i$ a subdivision of all segments into $3^{i}$ segments.

### 7.2 Complexity matters

As one might have already noticed, we have a strong relationship between the length of the minimal unfoldings, the number of times the program has to test the values of its variables, and the number of reads in the main memory. Let $t(\epsilon)$ be the maximum number of tests that Prog has to make for all executions starting at segment $e$. Let $s(e)$ be the maximum number of scan that Prog has to execute for all executions starting at segment $e$. Then, calling $p(e)$ the minimal unfolding of $G_{e}$,

etc.
Figure 15: Herlihy's iterated subdivision on the binary sphere.


Figure 16: The worst complexity case for a specification graph.

## Lemma 2

$$
s(e)=t(e)=\frac{\operatorname{length}(p(e))-1}{2}
$$

Sketch of proof. Looking at the algorithm of Section 6, we see that all paths are recursively decomposed using the programs of type $\left.P\left(x, y, x^{\prime}, y^{\prime}\right)[] \mid Q\left(x, y, x^{\prime}, y^{\prime}\right)\right]$ such that at iteration $x$, we have subdivided $e$ into a path of length $1+2 x$. The cost in terms of tests and accesses to the main memory of each iteration is one. This entails the result.

Whereas in case of Herlihy's algorithm we have up to $3 *$ $\max _{e}(s(e))$ accesses to the shared memory. In the case when all segments are mapped onto a segment except for one (like the one of Figure 16), the cost of computation is the same for all inputs and can be quite enormous.
The algorithm proposed in this article is optimal in the sense that it minimizes $s(e)$ and $t(e)$ for all $e$ whereas Herlihy's one subdivides all segments a power of three times uniformly.
Notice that the maximal complexity of the computation of wait-free relations on $[0, M] \cap \mathbb{Z}$ is not very high and is attained by our implementation for the specification graph shown in Figure 16 (for all input segments). It is such that for all inputs $e, s(e)=t(e)$ is asymptotically $\alpha M^{2}$ with $\frac{1}{2} \leq \alpha \leq 1$.
Sketch of proof. In all $G_{e}$ there are $M^{2}$ segments. Hence an unfolding of $\bar{G}_{e}$ has at least $M^{2}$ segments and at most $2 M^{2}$ segments. We use Lemma 2 to conclude. $\square$

## 8 Conclusion

We have shown that wait-free binary relations could be constructed algorithmically and implemented in a small sharedmemory language, giving another proof of the results of [13]. This new proof is interesting since it comes directly, through simple transformation steps and geometric intuitions, from the semantics of the language. It is also interesting since it gives an optimal implementation of these relations in terms of the number of tests and read/write operations in the main (shared) memory the processes have to execute (a similar result would hold for a message-passing paradigm).
Numerous generalizations of this work should be considered. We have been trying to keep things as simple as possible in this article for making the main ideas clear. A straightforward generalization would be the construction of 1 -resilient n-ary relations (i.e. relations on $n$ processors whose implementation can tolerate up to one failure of a process) since it involves the same sort of geometric phenomena on graphs. A far less straightforward generalization would be the construction of $t$-resilient $n$-ary relations with $t \geq 2$ (and in particular the wait-free $n$-ary relations with $n \geq 3$ as done in [13]) since this involves higher-dimensional geometry.
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