
Labelled cubical sets and asynchronoustransition systems: an adjunctionEric GoubaultLIST/DTSI/SLA, CEA Saclay, F-91191 Gif-sur-Yvette, FranceEmail: Eric.Goubault@cea.fr, Phone: +33 1 69 08 94 72, Fax: +33 1 69 08 83 95Abstract. We show in this article that \labelled" cubical sets (or Higher-Dimensional Automata) are a natural generalization of transition sys-tems and asynchronous transition systems. This generalizes an olderresult of [19] which was only holding with precubical sets and subcat-egories of the classical (see [37]) categories of transition systems andasynchronous transition systems. This opens up new promises on theactual use of geometric methods (such as [10]) and on comparisons withother methods for veri�cation of concurrent programs.keywords Models for concurrency, semantics, category theory.1 IntroductionThere is a great variety of models for concurrency, as witnessed in [37] for in-stance. Most of the relationships between these models are known, but the newer\geometric" models for concurrency, such as cubical sets (HDA in [30] or in [21])or local po-spaces [11] have not been so well formally linked with older models,such as transition systems or transition systems with independence. In fact, cu-bical sets have a notion of generalized transition in their very de�nition. The ideaof relating these in the style of G. Winskel et al. [37] with operational models forconcurrency dates back to [19], but this was done only between fairly restrictedcategories. In this paper we greatly improve previous work by extending it to thefull categories of transition systems (operational model of \interleaving" concur-rency) and of transition systems with independence (operational model of \true"concurrency). The main idea is that by relating these models, we can comparethe semantics of concurrent languages given in di�erent formalisms. Moreover,it is hoped that speci�c methods for statically analysing concurrent programs(such as the deadlock detection algorithm of [10] in the case of cubical sets) inone model can be re-used in the other, giving some nice cross-fertilisations, someof these being hinted in Section 9.This paper represents the �rst step towards formally linking \geometric"models with other models for concurrency. The links might appear as \intuitive",but the formal step we are making unravels interesting phenoma (besides beingnecessary for being able to relate semantics given in di�erent styles) such as thefact that a certain category of labelled cubical sets forms an elementary topos, or



such as the fact that persistent set types of methods for tackling the state-spaceexplosion problem can be seen as searching for retracts of the state space, in thealgebraic topological sense. We end this article by making some hypotheses onfurther relationships, with event structures and Petri nets in particular.2 Transition systemsTransition systems are one of the oldest semantic models, both for sequential andconcurrent systems. There is a convenient categorical treatment of this model,that we use in the sequel, taken from [37].De�nition 1. A transition system is a structure (S,i,L,Tran) where,{ S is a set of states with initial state i{ L is a set of labels, and{ Tran � S � L� S is the transition relationTransition systems are made into a category by de�ning morphisms to besome kind of simulation (for then being able to discuss about properties modulo[weak/strong] bisimulation, see [24]). The idea is that a transition system T1simulates a transition system T0 if as soon as T0 can �re some action a insome context, then T1 can �re a as well in some related context. A morphismf : T0 ! T1 de�nes the way states and transitions of T0 are related to statesand transitions of T1 making transition systems into a category TS.De�nition 2. Let T0 = (S0; i0; L0; T ran0) and T1 = (S1; i1; L1; T ran1) be twotransition systems. A partial morphism (or morphism in [37]) f : T0 ! T1 is apair f = (�; �) where,{ � : S0 ! S1,{ � : L0 ! L1 is a partial function. (�; �) are such that� �(i0) = i1,� (s; a; s0) 2 Tran0 and �(a) is de�ned implies (�(s); �(a); �(s0)) 2 Tran1.Otherwise, if �(a) is unde�ned then �(s) = �(s0).As in [37], we can restrict to \total morphisms" i.e. the ones for which � isa total function by suitably completing transition systems. Just add\idle" tran-sitions to transition systems, very similar in spirit to the lifting of domains indenotational semantics [23, 29], where partial functions from D to D are consid-ered total (and strict) fromD? to D? (? is a new element such that 8x, ? � x).An idle (or \?-") transition is a transition � such that � goes from a state s tothe same state s. Consider the following completion T� = (S�; i�; L�; T ran�) ofa transition system T = (S; i; L; T ran), by setting S� = S, i� = i, L� = L [ f�gand Tran� = Tran [ f(s; �; s) j s 2 Sg. Now, a morphism f = (�; �) (with � atotal function) from (T0)� to (T1)� such that �(�) = � is the same as a partialmorphism f 0 from T0 to T1 by identifying � with \unde�ned". Conversely, apartial morphism f = (�; �) from T0 to T1 can be identi�ed with f� = (�; ��),��(x) = � if and only if �(x) is unde�ned.



3 Asynchronous AutomataAsynchronous Automata are a nice generalization of Mazurkiewicz traces, andhave inuenced a lot other models for concurrency (like transition systems withindependence etc.). They have been independently introduced in [34] and [3].The idea is to decorate transition systems with an \independence" relation (be-tween actions) that will allow us to distinguish between true-concurrency andmutual exclusion (or non-determinism) of two actions. We actually use a slightmodi�cation for our purposes, due to [7], and called \automata with concurrencyrelations":De�nition 3. An automaton with concurrency relations is a quintuple(S; i; E; T ran; I) where,(1) S and E are disjoint sets; i 2 S is a distinguished element (the start state);Tran is a subset of S � E � S,(2) Tran is such that whenever (s; e; s0), (s; e; s00) 2 Tran, then s = s00; werequire that for each e 2 E, there are s; s0 2 S with (s; e; s0) 2 Tran;(3) I = (Is)s2S is a family of irreexive, symmetric binary relations Is onE; it is required that whenever e1Ise2 (e1; e2 2 E), there exist transitions(s; e1; s1), (s; e2; s2), (s1; e2; r) and (s2; e1; r) in Tran.In the sequel, we relax condition (2). A morphism is now a morphism f =(�; �) of the underlying transition systems such that aIsb implies �(a)I0�(s)�(b)(when �(a) and �(b) are both de�ned). This makes automata with concurrencyrelations into a category, written ACR. The category of automata with concur-rency relations over an alphabet E is named ACRE.Similarly to Section 2, we can equivalently consider ACR (and ATS) to bebuilt using � transitions and total morphisms.The condition on the independencerelation is then aIsb) �(a)I 0�(s)�(b) when �(a) 6= � and �(b) 6= �.4 Cubical setsCubical sets, which are classical objects in combinatorial algebraic topology, seefor instance [33], have been used as an alternative \truly-concurrent" model forconcurrency, in particular since the seminal paper [30] and [36]. More recentlythey have been used (in particular the \precubical" ones) in [10] and [11] forderiving new and interesting deadlock detection algorithms. More algorithmshave been designed since then, see for instance [31], [9] and [12]. Notice thatthere is an alternative presentation of HDA [32], which is fairly close to whatwould be a labelled version of precubical sets, but not quite; our interest hereis to link concurrent models with standard notions from combinatorial algebraictopology, hence the use of a di�erent formalism, which moreover gives us a lotof categorical structure for free.



4.1 \Precubical" setsDe�nition 4. A precubical set K is a family of sets fKn j n � 0g with facemaps @�i : Kn ! Kn�1 (0 � i � n � 1, � = 0; 1) satisfying the followingcommutation rules: @�i @�j = @�j�1@�i (i < j)Elements of Kn are called n-transitions. An simple example of a 2-dimensionalpre-cubical set (which should represent a in parallel with b) is given below:s3��b0� I@@a0s1 A s2I@@a ��b�s0where A is a 2-transition, a, b, a0, b0 are 1-transitions and s0, s1, s2 and s3are all 0-transitions (or states). We have @00(A) = a, @10(A) = a0, @01(A) = b,@11(A) = b0, @00(a) = @00(b) = s0, @10(a) = s1 = @00(b0), @10(b) = @00(a0) = s2and @11(b0) = @11(a0) = s3. One can readily check the commutation rules of thede�nition, for instance,@00@11(A) = @00(b0) = s1 = @10(a) = @10@00(A)Let K and L be two precubical sets. Then f = (fn)n2IN is a morphism of pre-cubical sets from K to L if for all n 2 IN, fn is a function from Kn to Ln suchthat fn � @�i = @�i � fn+1 (for all i, 0 � i � n).This forms a category called � S . It is a presheaf category as follows. Let �Sbe the free category whose objects are [n], where n 2 IN, and whose morphismsare generated by [n� 1] �0i-�1j- [n] for all n 2 INnf0g and 0 � i; j � n � 1, suchthat �kj �li = �li�1�kj (0 � i < j) . Now, the presheaf category Set(�S)op of con-travariant functors from �S to Set (morphisms are natural transformations) isisomorphic to the category of precubical sets. This implies, by general theo-rems ([25] and [27]), that �S is an elementary topos. Moreover it is completeand co-complete because Set is complete and co-complete. Also, we will use thegeneral fact in the sequel that in all categories of presheaves SetDop like thisone, all elements (which are contravariant functors) are direct limits of so-calledrepresentable functors hD (Yoneda embedding) which to every d 2 D associate(x! HomD(x; d)) 2 SetDop1.1 This is for instance classical in the categorical presentation of simplicial sets, see forinstance [14].



4.2 Cubical setsPrecubical sets are a bit like the category of transition systems with no idletransitions: paths are transformed by morphisms into paths of the same length.This is far too strict to be really useful. For instance, simulations (hence bisimu-lations) cannot be morphisms (respectively spans of open morphisms as in [24])in general. Also, it is impossible to describe the restriction to some subset oftransitions (projection, restriction in CCS for instance) as a morphism. Thisneeds a generalization of idle transitions to higher dimensions. There is in facta close notion in cubical sets:De�nition 5. A cubical set K is a precubical set together with degeneracy maps�i : Kn�1 ! Kn (0 � i � n� 1) satisfying the extra cubical relations:�i�j = �j+1�i (i � j)@�i �j = 8<:�j�1@�i (i < j)�j@�i�1 (i > j)Id (i = j)Let K and L be two cubical sets. Then f is a morphism of cubical sets fromK to L if it is a morphism of precubical sets from the underlying precubical sets,and fn+1 � �j = �j � fn (for all n 2 IN, 0 � j � n).The corresponding category of cubical sets, � , is isomorphic to the categoryof presheaves Set�op over a small category � (containing generating morphismsei : [k + 1] ! [k], 0 � i � k, generating the degeneracies �i, besides the �ki :[k � 1] ! [k]). This latter can be described in a nice way, see [6]. Therefore,similarly to the case of the category of precubical sets, the category of cubicalsets is an elementary topos, which is complete and co-complete. We do not talkabout cubical sets with connections and compositions here [4], but they have agreat interest for our purposes, see for instance [15].4.3 Some useful functorsThere again, we need two interesting (and quite classical in spirit) functors. Let�n be the category of � , whose objects are the n-dimensional cubical sets, i.e.the \cubical sets M with Mk = ; for all k > n". This category can be seen asthe presheaf category Set(��n)op where ��n is the full subcategory of � whereobjects are [p] with p � n. Similarly, we de�ne �Sn , the category of n-dimensionalprecubical sets, seen as the presheaf category Set�(�S)�n�op .Lemma 1. Let Tn (respectively TSn ) be the function from � (respectively �S)to �n (respectively �Sn ), which to every M 2 � (respectively M 2 �S) associatesN 2 �n (respectively N 2 � Sn ) with, N ([k]) = M ([k]) if k � n, N (ei : [k + 1]![k]) = M (ei) for k < n and N (��i : [k � 1]! [k]) = M (��i ) for k < n. It de�nesa functor, called the n-truncation functor.



The second functor is one which permits to build a natural cubical set froma precubical set:Lemma 2. There is a functor \free cubical set from a precubical set" F : �S !� which is left-adjoint to the (obvious) forgetful functor K from � to �S . Simi-larly, there is a functor \free cubical set of dimension less or equal than n froma precubical set of dimension less or equal than n", Fn : �Sn ! �n which isleft-adjoint to the (obvious) forgetful functor Kn from �n to �Sn .The proof uses a special form of Freyd's special adjoint functor theorem(which is also some form of Kan extension in presheaf categories), which isProposition 1.3. of [14] (see Appendix A).4.4 Labelled Cubical SetsOne remaining problem now, is that we do not have labels on transitions. This iseasily taken care of by the following trick. Consider the category �L of labelledcubical sets consisting of morphisms l : M ! E, where M is the underlying\unlabelled" cubical set and E is a \labelling" cubical set.The morphisms in this category are as usual f = (g; h) : (l :M ! E)! (l0 :M 0 ! E0) with g :M !M 0 and h : E ! E0 such that the diagramM g- M 0El ? h- E0l0?is commutative. By abuse of notation, we will sometimes identify f , g and h inthe following. Of course, �L is the comma category (see [26]) (Id� # Id� ). Wewill also consider in the following the category �L� of \pointed" labelled cubicalsets, i.e. pairs (l : M ! L; s) with l 2 �L and s 2 M0 (the \initial" state)and morphisms preserving initial states. We call this category, the category ofHigher-Dimensional Transition Systems.Given an alphabet (\of actions") �, we can construct a \labelling" precubicalset !� as follows. Suppose �rst that we have a total order � on �; we then set:{ (!�)n is the set of increasing sequences of length n of letters of �, (or \well-ordered" words of length n written on �). For instance (!�)0 consists of theempty word and (!�)1 is �,{ @0i (a1; � � � ; an) = @1i (a1; � � � ; an) = (a1; � � � ; âi; � � � ; an) i.e., the word wherethe ith letter has been forgotten,Then we set !� again, by an abuse of notation, to be the free cubical setgenerated by the previous cubical set. Geometrically, !� is in dimension one thewedge of a set of loops, one for each � 2 � (giving the labels for 1-transitions). Indimension two, it is a wedge of a set of tori, one for each pair (�; � ) 2 ���, nowseen as a set (giving the labels for 2-transitions) etc. As an example, consider



Figure 1. On the left hand side, the \unlabelled" cubical set is the one taken asan example in Section 4.1. On the right-hand side is pictured a torus (this is acubical set indeed) in which label a is the small circle, label b is the big circle,and label a j b is the surface itself. The labelling morphism associates a and a0with a, b and b0 with b and A with a j b.s3��b0� I@@a0s1 A s2I@@a ��b�s0 Fig. 1. A labelled cubical set5 Some adjunctions5.1 With transition systemsWe prove that some suitable full subcategory of (�L� )1 is isomorphic to TS.Consider HTS to be the category whose objects are the pointed labelled cubicalsets (M; l :M ! E; i) such that,{ they are freely generated by precubical sets, i.e. M = F (N ), l = F (l0) withl0 : N ! F morphism of precubical sets,{ they are \strongly-labelled"2, i.e. 8x; x0 2Mk (k � 1);�@0i (x) = @0i (x0); @1i (x) = @1i (x0) (80 � i < k) ; l(x) = l(x0)� =) x = x0and whose morphisms are all morphisms of pointed labelled cubical sets. HTS1is the full sub-category of HTS consisting of pointed labelled cubical sets ofdimension at most one.As a matter of fact, the categories are de�ned in quite similar terms. Statesof ordinary transition systems are of the same nature as states of labelled cubicalsets and source and target representation of transitions is nothing but a func-tional interpretation of the relation Tran. This is done formally by constructingtwo functors U : TS ! HTS1 and V : HTS1 ! TS inverse of each other, with,2 This technical condition is necessary for having a smooth relation between the la-belled graph kind of presentation of a transition system, with a transition relationkind of presentation; see the proof in the Appendix.



{ (F (M ); F (l) : F (M )! F (E); i) = U(S;A; Tran; j) with,� M0 = S,� M1 = fas;s0 j a 2 A; s a! s0 2 Trang,� i = j,� @00(as;s0) = s, @10(as;s0) = s0,� E = K1(T1(!A)),� l(as;s0) = a, l(s) = 1.{ (S;A; Tran; j) = V(F (M ); F (l) : F (M )! F (E); i) with,� S = M0,� j = i,� A = E1,� s a! s0 2 Tran if 9x 2M1, such that l(x) = a, @00(x) = s and @10(x) = s0(then this x is unique because (F (M ); F (l); i) is strongly-labelled).Action of the functors on morphisms is as follows,{ if f = (�; �) : (S0; A0; T ran0; j0) ! (S1; A1; T ran1; j1) is a morphism oftransition systems then we de�ne U(f) = (U(f)1;U(f)2) where U(f)1 :F (M0) ! F (M1) and U(f)2 : F (E0) ! F (E1) are the two componentsof the morphism, where U(S0; A0; T ran0; j0) = (F (M0); F (l0) : F (M0) !F (E0); j0), U(S1; A1; T ran1; j1) = (F (M1); F (l1) : F (M1)! F (E1); j1).� U(f)1(as;s0) = ��(a)�(s);�(s0) if �(a) 6= ��0(�(s)) otherwise ,� U(f)1(s) = �(s) (s 2M0),� U(f)2(as;s0) = � �(a) if �(a) 6= ��0(1) otherwise ,� U(f)2(s) = 1 (s 2M0).{ if f = (f1; f2) : (l0 : M0 ! E0; i0) ! (l1 : M1 ! L; i1) is a morphism inHTS1, then V(f) = (�; �) : V(l0 :M0 ! E0; i0)! V(l1 :M1 ! E1; i1) with� �(s) = f1(s) (for all s state of V(l0 :M0 ! E0; i0)),� �(a) = � f2(a) if f2(a) 62 Im �0* otherwise (for all a label in V(l0 :M0 ! E0; i0))In the sequel we will restrict functors and categories of models so that theyhave \�xed labellings". We call HTS the category of higher-dimensional transi-tion systems labelled over a �xed cubical set !E for a given (�xed once and forall in all the following arguments) set of labels E. We will no longer mentionthese labelling sets. Given this restriction,Theorem 1. U and V are inverse functors.Now, in order to compare the category of higher-dimensional transition sys-tems with ordinary transition systems we only have to look at how to retractHTS onto its sub-category HTS1. This boils down to looking at the di�erentadjunctions we have between � and �1 because of the few next lemmas. The�rst one tells us that we can lift adjunctions from unlabelled to labelled cases,and the second one tells us that we can restrict adjunctions (this is useful fordealing with the \strong labelling condition" of labelled cubical sets).



Lemma 3. Let C and D be two categories and SC;D be the set of all pairs offunctors (F;G) with F : C ! D left adjoint to G : D ! C. Then all elements ofSC;D induce elements of S(IdC#IdC);(IdD#IdD).Lemma 4. Let C F -� G D be a pair of adjoint functors, C0 (respectivelyD0) a full sub-category of C (respectively of D). Suppose that F (C0) � D0 andG(D0) � C0, then C0 FjC0 -� GjD0 D0 is a pair of adjoint functors.We have mainly two di�erent adjunctions between � and �1 using T1 (to keepthe underlying ordinary transitions unchanged in the interpretation) among allthe possible ones.Proposition 1. There are pairs of adjoint functors as follows (for n � 1):{ There is a functor In : �n ! � left-adjoint to the truncation functor Tn :� ! �n. Similarly, there is a functor ISn : � Sn ! �S left-adjoint to thetruncation functor Tn : �S ! � Sn . Moreover, In and Tn commute with thefree functor.{ The truncation functor Tn : � ! �n (respectively TSn : �S ! �Sn ) is left-adjoint to a functor Gn : �n ! � (respectively GSn : �Sn ! �S).Proof. These are direct applications of Proposition 1.3. of [14] (see AppendixA).The intuition about these functors is as follows. In is just some kind ofinclusion functor; it takes a n-dimensional cubical set and forms a cubical setwith exactly the same non-degenerated elements (i.e. those elements which arenot in some Im �i); in fact, exactly the same elements in dimension less or equalthan n, but only degenerated elements in dimension strictly bigger than n. Seenas some kind of abstraction (in the sense of abstract interpretation [5]), it isa \minimal allocation strategy" abstraction. A n-dimensional cubical set onlyprescribes what can happen for degrees of concurrency less or equal than n. Ininterprets this as being exactly with no (interesting) actions with more thann processes busy at the same time. On the contrary Gn tries to interpret a n-dimensional cubical set with \maximal allocation strategy" i.e. tries to �ll in all(n + 1)-dimensional holes in a n-dimensional cubical set as imposing that thisshould be �lled in by a (n+1)-transition, and up and up in all dimensions. Thereare \dihomotopy" properties that should be proven about this \resolution" likefunctor. This is left for future work.We notice now that the adjunction (�L� )n In -�Tn �L� can be restricted usingLemma 4 to the full sub-categories of free objects generated by precubical sets,in, respectively, (�L� )n and �L� . This is due to the fact that (see Proposition 1)In and Tn commute with the \free functors". We can restrict this adjunction fur-thermore, still using Lemma 4, to see that the adjunction still holds with n � 1



when we restrict to strongly-labelled automata. Hence we have the adjunction:HTS1 I1-�T1 HTS. Given that HTS1 and TS are isomorphic (see Theorem 1),we deduce that we have a pair of adjoint functors: TS th-� ht HTS. Unfortu-nately, we did not manage yet to \lift" the other adjunction of Proposition 1 tohigher-dimensional transition systems.5.2 With automata with concurrency relationsWe �rst de�ne functors W;Y, which will be proven to be inverse functors:ACR �WY- HTS2(HTS2 is the full subcategory of �L� consisting of higher-dimensional transitionsystems of dimension less than or equal to two) by,{ (F (P ); F (l : P ! L); F (j))=Y(S; i; E; I; T ran) with,� j = i,� P0 = S,� P1 = fts;s0 j s t! s0 2 Trang,� L = K2(T2(!E)),� @00(ts;s0) = s, @10(ts;s0) = s0 and l(ts;s0) = t,� P2 = fabs;s0;s00;u j aIsb^as;s0 2 P1^ bs;s00 2 P1^ bs0;u 2 P1^as00;u 2 P1g,� @00(abs;s0;s00;u) = as;s0 (or @01(abs;s0;s00;u) = as;s0, depending on the waythis is coded in !E), @01(abs;s0;s00;u) = bs;s00 (or @00(� � �) = � � �), @11(abs;s0;s00;u)= bs0;u, (respectively, or @10(� � �) = � � �), @10(abs;s0;s00;u) = as00;u (respec-tively � � �) and l(abs;s0;s00;u) = (a; b) (respectively � � �).{ W(P; P l! L; j) = (S; i; E; I; T ran) with,� (S; i; E; T ran) = V(T1(P ); T1(l); j),� aIsb if there exist x; x0; y; y0 2 P1, C 2 P2 with l(x) = a, l(x0) = a,l(y) = b, l(y0) = b and @00(x) = @00(y) = s, @10(x) = @00(y0), @10(y) =@00(x0), @11(y0) = @11(x0), l(C) = (a; b), @00(C) = x, @01(C) = y, @10(C) = y0and @11(C) = x0 (or, respectively, @01(C) = x, @00(C) = y, @11(C) = y0 and@10(C) = x0).Y has the same action on the underlying ordinary transition system of an asyn-chronous transition system as functor U ; we will identify U(S; i; E; T ran) withthe underlying 1-dimensional skeleton of the higher-dimensional transition sys-tem Y(S; i; E; I; T ran). Similarly forW which acts as V on the underlying ordi-nary transition systems, thus we will identify V(P; l : P ! L; j) as the underly-ing transition system of the asynchronous transition system W(P; l : P ! L; j).Y �lls in all interleavings of two independent actions by 2-transitions W im-poses two actions to be independent if and only if there exists a truly concur-rent execution of them in the higher-dimensional transition system. The action



on morphisms is again easy to de�ne. Let f = (�; �) : (S; i; E; I; T ran) !(S0; i0; E0; I0; T ran0) be a morphism of asynchronous transition systems. Theng = Y(f) : Y(S; i; E; I; T ran)! Y(S0; i0; E0; I0; T ran0) is de�ned by,{ T1(g) = U(f) (by the identi�cation made above),{ g2(abs;s0;s00;u) = 8>><>>:�(a)�(b)�(s);�(s0);�(s00);�(u) if �(a) 6= � and �(b) 6= ��0 ��(a)�(s);�(s0)� if �(a) 6= � and �(b) = ��1 ��(b)�(s);�(s00)� if �(b) 6= � and �(a) = ��0�0(�(s)) if �(a) = � and �(b) = �for abs;s0;s00;u 2 Y(S; i; E; I; T ran)2.Finally, for g : (P; P l! L; j) ! (P 0; P 0 l0! L0; j0) a morphism of (�L� )2 wede�ne f = (�; �) : W(P; P l! L; j) ! W(P 0; P 0 l0! L0; j0) simply by (using theprevious identi�cation) f = V(T1(g) : T1(P ); T1(l); j)! (T1(P 0); T1(l0); j0).In the sequel we will again �x once and for all the labelling cubical set usedin our higher dimensional transition systems, to be !E (where E is a set of labels�xed once and for all). Then again,Theorem 2. W and Y are well-de�ned functors. Moreover, Y and W are in-verse of each other.Proof. The only di�culty, is to show that the action of these functions onmorphisms are well-de�ned. For Y, the only thing to check is that the def-inition in dimension 2 of the underlying precubical set is coherent. We onlycheck one of the necessary equalities: (taking the same notations as above), forabs;s0;s00;u 2 Y(S0; i0; E0; I0; T ran0) with �(a) 6= � and �(b) = � (notice that wehave then �(s00) = �(s) and �(s0) = �(u)),@kl (g2(abs;s0;s00;u)) = @kl (�0(�(a)�(s);�(s0)))= 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�0(@00(�(b)�(s);�(s00))) = �0(�(s)) if k = 0, l = 1�(a)�(s);�(s0) if k = 1, l = 0�0(@10(�(b)�(s0);�(u))) = �0(�(u)) if k = 1, l = 1g1(@kl (abs;s0;s00;u)) = 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�0(�(s)) if k = 0, l = 1�(a)�(s00);�(u) = �(a)�(s);�(s0) if k = 1, l = 0�0(�(u)) if k = 1, l = 1which are equal. The rest of the proof goes along the same lines (see the rest inAppendix A).For W we have to check that, for f = (�; �) = Y(g : (P; l : P ! L; i) !(P 0; l0 : P 0 ! L0; i0)), aIsb and �(a) 6= �, �(b) 6= � implies �(a)I 0�(s)�(b). Sup-pose aIsb in Y(P; l : P ! L; i). Then there exist x; x0; y; y0 2 P1 with l(x) = a,l(x0) = a, l(y) = b, l(y0) = b and @00(x) = @00(y) = s, @10(x) = @00(y0), @10(y) =@00(x0), @11(y0) = @11(x0), and we have a C 2 P2 with l(C) = (a; b), @00(C) = x,@01(C) = y, @10(C) = y0 and @11(C) = x0. We know that g(C) 2 P 02 and thatl0 � g(C) = (f(a); f(b)) since f(a) 6= � and f(b) 6= �. Similarly, l0(g(x)) = f(a),



l0(g(x0)) = f(a), l0(g(y)) = f(b), l0(g(y0)) = f(b). Furthermore, because g is amorphism of cubical sets, @00(g(x)) = @00(g(y)) = �(s), @10(g(x)) = @00(g(y0)),@10(g(y)) = @00(g(x0)), @11(g(y0)) = @11(g(x0)), so �(a)I 0�(s)�(b).The adjunctions of Proposition 1, in the particular case n = 2, togetherwith the result of Theorem 2 imply that we have a pair of adjoint functors:ACR ah-�ha HTS.6 Another formulation with sconesIn fact, the results of previous section still hold if we restrict slightly the categoryof labelled cubical sets we are considering. What we have to notice is that labelledcubical sets look very much like scones or logical relations [28, 1] (� #!):De�nition 6. Let � : A ! D be a functor. Let E = (D # � ) be the scone(comma category) on � , i.e. the category which has:{ as objects: (d; a; f) where d 2 D, a 2 A and f : d! � (a) is a morphism inD,{ as morphisms: (s; t) : (d; a; f) ! (d0; a0; f 0) with s : d ! d0 is a morphismin D and t : a ! a0 is a morphism in A such that the following diagramcommutes: d s - d0� (a)f ? � (t)- � (a0)f 0?Take A = FinOrd, the category of �nite ordinals and increasing maps (i.e.the base category � of simplicial sets!) D = � and � the functor induced by ! asfollows: � (t)(a1; � � � ; an) = (t(a1); � � � ; t(an)) where t is an increasing function.Then the objects of (D # � ) are exactly labelled cubical sets whereas morphismsof (D # � ) are those morphisms of labelled cubical sets which are generated bysome \renaming function" between alphabets, i.e. are some � (t) where t is amorphism in the category of �nite ordinals.It is easily seen that � commutes with all limits (in fact � (�) is deducedfrom a nerve construction on �, i.e. is a right adjoint of some functor G as inProposition 3). FinOrd is a complete and co-complete topos [18], as is � . By[13], we know that (D # � ) is a topos.Notice as well that any Barr-Beck cotriple homology [26] on FinOrd = �can be lifted onto a Barr-Beck homology theory on (D # � ):



Proposition 2. Let A and D be two cartesian categories. Let � : A ! Dbe a functor which commutes with cartesian products and terminal objects. Let(L; � : L ! Id; � : L ! L2) be a comonad on A. Then this induces a comonad(~L; ~�; ~�) on (D # � ).Applying this with A = �, D = � and � =!, this implies that any comonadon � will induce a homology theory on labelled cubical sets, hence on asyn-chronous transition systems and transition systems. This would allow us to lifthomological reasoning from unlabelled (as in [11] and the beginning of [21])nicely to labelled automata. We can think of several interesting comonads on �,for instance, the subdivision comonad:De�nition and lemma 3 { let f : �! � be the functor which to any order(S;�) associates the order (S0;�) with S0 being the set of all linearly ordered�nite and non-empty subsets of S and � is the set-theoretic inclusion.{ For E in �, let dE : f(E) ! E be de�ned by dE(fx1 < � � �xkg) = supfx1 <� � � < xkg = xk.{ Let also sE : f(E) ! f2(E) be de�ned by sE(fx1 < � � �xkg) = ffx1g; fx1 <x2g; � � � ; fx1 < � � �xkgg. E ! dE and E ! sE are respectively the co-unitand the comultiplication of a comonad (f; d; s) (see Appendix A for a proof).What do such homology theories classify? By lifting this comonad to sim-plicial sets, this gives the subdivision comonad, based on the barycentric sub-division functor: my current hope is that it will classify phenomena linked withobstructions to re�nement of actions. This is left for future work.7 Application to the state-space explosion problemStubborn sets [35], sleep sets and persistent sets [16] are methods used for dimin-ishing the complexity of model-checking using transition systems. They are basedon semantic observations using Petri nets in the �rst case and Mazurkiewicz tracetheory in the other one. We believe that these are special forms of \homotopyretracts" when cast (using the adjunctions we have hinted) in the category ofhigher-dimensional transition systems. We hope to make this statement moreformal, through these adjunctions, and use this to design new state-space reduc-tion methods. Let me explain the intuition behind the scene.Let T be a set of actions, T � E, and p 2 S be a state. We say that T ispersistent [16] in state p if,{ T contains only actions which are enabled at p, and,{ for all traces t beginning at p containing only actions q out of T , qIT .Suppose we have a set of persistent actions Tp for all states p in an asyn-chronous transition system. Then let us look at the following set of traces PT(identi�ed with a series of states) in (S; i; E; T ran; I) de�ned inductively [16] asfollows:{ (i) 2 PT ,



{ if (p1; : : : ; pn) 2 PT , then (p1; : : : ; pn; q) 2 PT where pn t0 - q 2Tran and t0 62 Tpn .Then checking deadlock detection can be made on this subset PT of tracesinstead of the full set of traces of (S; i; E; T ran; I). Also, when (S; i; E; T ran; I)is acyclic (but it can be modi�ed so that the method works again), PT is enoughfor checking LTL temporal formulas.We exemplify the method on the process Pb:Pa:V b:V a j Pa:Pb:V a:V b. Astandard interleaving semantics would be as sketched in Figure 2, showing thepresence of deadlocking state 19. One set of persistent sets is:{ T1 = fPag, T2 = fPbg, T5 = fPa; Pbg, T6 = fPb; V ag, T8 = fPa; V ag,T13 = ;,{ T9 = fV bg, T12 = fV ag, T17 = fPbg, T18 = fV ag, T22 = fV bg, T23 = ;,{ T7 = fPb; V bg, T14 = fV bg, T15 = fPbg, T16 = fPag, T20 = fV bg, T21 =fV ag.and we show the corresponding traces PT in Figure 3. We have not indicatedthe persistent sets corresponding to 3, 4 etc. since in a persistent set search, theywill not be reached anyway, so their actual choice is uninteresting.In Figure 2 there are 16 paths from 1 to be traversed if no selective searchwas used. Six of them lead to the deadlock 13, and 10 (5 above the hole, 5 belowthe hole) are going to the �nal point 23. In Figure 3, one can check that thereare only 8 paths to be traversed if one uses the persistent sets selective search(3 to state 13, 1 to state 23 below the hole and 4 to state 23 above the hole).
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12Fig. 3.How did we �nd this set of persistent sets? In the PV case this can bedone quite easily as follows. First the independence relation can be found out



right away. Px and Py stand respectively for the query for a lock on x and y(nothing is committed yet) so they are two actions, whatever x and y are whichare independent. But we should rather declare Px and V y dependent in generalsince: if x = y this is clear, and if x 6= y this can come from the fact locks on xand y are causally related (precisely as in the case of Figure 2 with x = a andx = b). This is slightly di�erent from the more usual case of atomic reads andwrites languages in which the independance relation can be safely determinedas: actions are independent if and only if they act on distinct variables.The most elaborated technique known in this framework is that of \stubbornsets" [35], which adapted to the presentation here, can be de�ned as (taken from[17]):Ts is a stubborn set in a state s if Ts contains at least one enabled transitionand for all t in Ts, the following two conditions hold:{ if t is disabled in s, and ci is a necessary condition for t to be enabled whichis false in s, then all transitions t0 whose execution can make ci true are alsoin Ts,{ if t is enabled in s, then all transitions t0 such that t and t0 are dependentare also in Ts.The example of persistent set we gave in Figure 3 is clearly a stubborn set. Asone can see as well, the persistent set approach here reduces the 5 paths belowthe hole into 1, which is a representant modulo dihomotopy of these 5 dipaths.In the cubical sets approach, we have at hand a notion of diconnected com-ponents, �rst de�ned in [11], which characterize the \essential schedules" ofexecutions of a parallel system. They form in fact a partition of the cubical set(or of its topological counterpart) together with a causal ordering (and an extraequivalence relation - which I will not detail here). It is shown in [22] to be acategory of fractions of the fundamental category of the corresponding cubicalset. Using this approach (there are some algorithms for determining these di-connected regions, see for instance [31]), one would �nd the set of 7 diconnectedcomponents and the corresponding graph of regions pictured in Figure 4.There are 4 dipaths to be traversed in the graph of diconnected regionsto determine the behaviour of this concurrent system (two of them leading tostate 13 being dihomotopic); which looks better than with the persistent setsapproach.In fact, there are two explanations for this method of diconnected compo-nents to be better than the persistent set approach. First, in the persistent setapproach, the independence relation does not in general depend on the currentstate (even if this might be changed by changing the set of labels), whereas ournotion of independence is having a 2-transition, which depends on the currentstate. The second and more important reason is that the diconnected graphalgorithm does determine regions because of global properties, whereas the per-sistent sets approach uses only (in general syntactic) local criteria for reducingthe state-space.Conversely, it is relatively easy to see the following. For all p state in ourasynchronous transition system (or let us say, by the adjunction of Section 5.2,
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Pa Fig. 4.in a 2-dimensional cubical set), all traces t composed of actions out of Tp is suchthat all its actions are independent with Tp. So any trace from p made up of anyaction (those of Tp as well as those outside Tp) can be deformed (by dihomotopy,or \is equivalent to") into a trace �ring �rst actions from Tp and then actionsout of Tp. Therefore the selective search approach using only actions from Tp (forall p) is only traversing some representatives of the dihomotopy classes of paths.The persistent search approach is a particular (not optimal in general) caseof dihomotopic deformation. We would like to understand better, through theadjunction of Section 5.2, the way one could see all these state-space reductiontechniques as �nding suitable dihomotopy retracts. This is left for future work.8 Other adjunctionsIn [37] some adjunctions are described between a variety of models for concur-rency. We hope to be able to lift some of these functors to the case of labelledcubical sets. In particular, we believe that the equivalence between traces de�nedin the category TL of Mazurkiewicz traces should be mapped onto homotopyclasses of traces in HTS, therefore the partially commutative monoid de�ned inMazurkiewicz trace theory should be some analog of the fundamental categoryin cubical sets (de�ned for instance in [20]). This is left for future work. Thedomain of con�gurations of an event structure is a dI-domain (stable domain,�a la Berry, see for instance [37]) and we believe that through adjunctions withHTS (and through the adjunctions between cubical sets and local po-spaces [11],using the geometrical realization functor), this is linked to the fact that partiallyordered topological spaces are related to some particular forms of Scott domains(see again [20]). Finally, we believe that there is an equivalence of categoriesbetween some form of higher-dimensional transition systems and general Petrinets. One of the di�culties is in �nding the right notion of independence be-



tween any number of transitions in Petri nets. One possible start is to use theadjunction between ACR and Petri nets in [7].Nevertheless, it is not di�cult to produce pairs of adjoint functors betweenthe category of cubical sets (or precubical sets) and the category of Petri nets,or the category of \unlabeled" (prime) event structure as de�ned in [37], butthe problem is to be sure that this is the translation we want, as we tried toshow in this paper, in the case of transition systems, by using Proposition 3. Forinstance, let ES be the category of (unlabeled prime) event structures, i.e.,{ objects are prime event structures (E;�;#), where E is a set of eventspartially ordered by � called the causal dependency relation and where # �E � E is a symmetric irreexive relation, the conict relation satisfying,� fe0=e0 � eg is �nite (axiom of \�nite causes"),� e#e0 and e0 � e00 implies e#e00 (conict is hereditary).{ let S = fE;�;#g and S0 = fE0;�0;#0g be event structures. A morphism ofevent structures from S to S0 is a partial function f : E ! E0 such that,� if f(e) is de�ned then fe0=e0 � f(e)g � f(fe00=e00 � eg,� if f(e0) and f(e1) are both de�ned then f(e0)#f(e1) or f(e0) = f(e1)implies e0#e1 or e0 = e1.To get an adjunction ES L -� R � we only have to �nd a functor G :�! ES. For instance, one can take:{ G([0]) = ; and for n > 0, G([n]) is the event structure with exactly nindependent events e1; � � � ; en,{ G(�ki ) : G([n� 1])! G([n]) associates with each ej, j � i, ej 2 G([n]) andfor j > i, it associates ej+1 2 G([n]).{ G(ei) : G([n])! G([n�1]) associates with ej 2 G([n]), j < i, ej 2 G([n�1]),for j > i, it associates ej�1 and for j = i, it is not de�ned.This looks reasonable as we associate with [n] a set of n independent events,capturing the true-concurrency of the two models in the same way. The problemis pre�xing, which is not preserved by this pair of adjoint functors. In fact, thereis just no causal dependency relation generated at all by L! A solution is to set,{ G([0]) = f�g and for n > 0, G([n]) is the event structure with exactly nindependent events e1; � � � ; en after (in the � order) event �,{ G(�ki ) : G([n� 1])! G([n]) associates with ej , j � i, ej 2 G([n]), for j > i,it associates ej+1 2 G([n+ 1]), and with � it associates � if k = 0 otherwiseit is unde�ned.{ G(ei) : G([n])! G([n�1]) associates with � itself and with each ej 2 G([n]),j < i, ej 2 G([n�1]), for j > i, it associates ej�1, for j = i, it is not de�ned.Now one can see that the functor preserves not only colimits but also pre�x-ing. Yet another way of �nding an adjunction between ES and � is as follows:{ G([n]) is the event structure (}(f0; � � � ; ng;�; ;),



{ G(�ki ) : G([n�1])! G([n]) associates with fa1; � � � ; akg, f�ki (a1); � � � ; �ki (ak)g{ G(ei) : G([n])! G([n�1]) associates with fa1; � � � ; akg, fei(a1); � � � ; ei(ak)g.Now, colimits, products and pre�xing are preserved. The further discussionof such adjunctions, together with the development of similar techniques to Petrinets is left for future work. One important gain would be to transport the meth-ods used in some subcategories of the category of Petri nets, see for instance [8],for �nding deadlocks, unreachable states etc., to HTS.9 Conclusion and further workWe have seen that cubical sets form a complete and co-complete category. Thismeans that the category of labelled cubical sets (with a �xed alphabet of theform !E) is complete and co-complete. Because it is related through left andright adjoints to transition systems (and asynchronous transition systems), thereare some correspondences between limits and co-limits in these categories. Forinstance, products in higher-dimensional transition systems correspond to theparallel combination (with no interference) of the two higher-dimensional tran-sition systems (as does the cartesian product of two partially ordered topologicalspaces); co-products correspond to non-deterministic choice. Fibred products, i.e.synchronized products as in the category of ordinary transition systems [2], allowfor nice semantical de�nitions. This allows also for nice comparison of semanticsthrough adjunctions.Last but not least, in [24] is de�ned an abstract notion of bisimulation. Givena model for concurrency, i.e. a category of modelsM and a \path category", i.e. asubcategory ofM which somehow represents what should be thought of as beingpaths in the models, then we can de�ne two elements ofM to be bisimilar if thereexists a span of special morphisms linking them. These special morphisms havea path-lifting property that we believe would be in higher-dimensional transitionsystems a (geometric) �bration property. We thus hope that homotopy invariantscould be useful for the study of a variety of bisimulation equivalences. Some workhas been done in that direction in [32] (and in some sense also in [21]).References1. Moez Alimohamed. A characterization of lambda de�nability in categorical modelsof implicit polymorphism. Theoretical Computer Science, 146(1{2):5{23, July 1995.2. A. Arnold. Syst�emes de transitions �nis et s�emantique des processus communicants.Masson, 1992.3. M. A. Bednarczyk. Categories of asynchronous systems. PhD thesis, University ofSussex, 1988.4. R. Brown and P. J. Higgins. On the algebra of cubes. Journal of Pure and AppliedAlgebra, (21):233{260, 1981.5. P. Cousot and R. Cousot. Abstract interpretation: A uni�ed lattice model for staticanalysis of programs by construction of approximations of �xed points. Principlesof Programming Languages 4, pages 238{252, 1977.
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A ProofsMost proofs are based on a particular case of the existence of Kan extensions,taken here from [14] (Proposition 1. 3. Page 22):Proposition 3. Let C be a category with direct limits and G : SetDop ! C afunctor. Then the following statements are equivalent :(i) G commutes with direct limits.(ii) G is left adjoint to a functor D : C ! SetDop . Moreover, the functor G !G � hD is an equivalence of the full subcategory of Hom(SetDop ; C) formedby the functors G which commute with direct limits on Hom(D; C).In fact, D is the functor which associates hC(c) �G � hD with c 2 C.Lemma 1 is obvious.Lemma 2:Proof. It su�ces to use Proposition 3 with D = �S , C = Set�op and functorw 2 Hom(D; C) with w([p]) = h�([p]). This de�nes F and its right-adjoint K.It is easy to see that the unit � of the adjunction is in fact the identity naturaltransformation � : Id ! K � F . This means that K induces an equivalence ofcategories between F (�S) and � S .The case of cubical sets of dimension less or equal than n is treated in exactlythe same manner.Theorem 1:Proof. We now forget about the given labelling set E, even in the de�nitionof transition systems and labelled cubical sets. Thus, given a transition systemT = (S; i; T ran) 2 TS we have, U(T ) = N where N = F (M; l; j) with,{ M0 = S,{ M1 = fas;s0 j a 2 E; s a! s0 2 Trang,{ @00(as;s0) = s, @10(as;s0) = s0,{ l(as;s0) = a, l(s) = 1.Therefore, V(U(T )) = (S0; i0; T ran0) with,{ S0 = N0 = M0 = S,{ i0 = j = i,{ s a! s0 2 Tran0 if 9x 2 N1, such that l(x) = a, @00(x) = s and @10(x) = s0.The only possible x 2 N1 such that l(x) = a 2 E is actually x 2 M1, andthe only possible x satisfying all the conditions above is as;s0. Therefore,s a! s0 2 Tran0 if and only if s a! s0 2 Tran, hence Tran0 = Tran.Now, take (M; l; j) 2 HTS1, then (S; i; T ran) = V(M; l; j) with,{ S = M0,{ j = i,



{ A = E1nIm �0,{ s a! s0 2 Tran if 9x 2M1, such that l(x) = a, @00(x) = s and @10(x) = s0.And then, F (M 0; l0; j0) = U(S; i; T ran) with,{ M 00 = S = M0,{ M 01 = fas;s0 j a 2 A; s a! s0 2 Trang = M1nIm �0 (because l is free),{ j0 = i = j,{ @00(as;s0) = s, @10(as;s0) = s0,{ l(as;s0) = a, l(s) = 1.Therefore, F (M 0; l0; j0) = (M; l; j) because M and l are free.This proof extends readily on morphisms: Let �rst f : (l0 : M0 ! E0; i0) !(l1 :M1 ! E1; i1) be a morphism of HTS, f = (f1; f2). Then let (�; �) = V(f) :(S0; i0; T ran0)! (S1; i1; T ran1). We have:{ �(s) = f1(s) (for all s state of V(l0 :M0 ! E0; i0)),{ �(a) = � f2(a) if f2(a) 62 Im �0* otherwise (for all a label in V(l0 :M0 ! E0; i0))Let now (g1; g2) = U(�; �). We have,{ U(�; �)1(as;s0) = ��(a)�(s);�(s0) if �(a) 6= ��0(�(s)) otherwise ,{ U(�; �)1(s) = �(s) (s 2M0),{ U(�; �)2(as;s0) = � �(a) if �(a) 6= ��0(1) otherwise ,{ U(�; �)2(s) = 1 (s 2M0).But,{ �(a)�(s);�(s0) is the unique x (because of the determinism condition inHTS1)going from �(s) = f1(s) to �(s0) = f1(s0), with label �(a) = f2(a), hence isequal to f1(as;s0),{ when �(a) = �, i.e. when f2(a) 2 Im �0, f1(s) is necessarily in Im �0: (f1; f2)being a morphism between l0 and l1, we have l1(f1(as;s0)) = f2(l0(as;s0)) =f2(a) 2 Im �0; In order to have this, it is necessary that f1(as;s0) 2 Im �0.Furthermore, @00(f1(as;s0)) = f1(s) = �(s) and @10(f1(as;s0)) = �(s0) = �(s)therefore f1(as;s0) = �0(�(s)) = U(�; �)1(as;s0).Now let f = (�; �) : (S0; i0; T ran0) ! (S1; i1; T ran1) be a morphism oflabelled transition system and g = U(f). We have,{ U(�; �)1(as;s0) = ��(a)�(s);�(s0) if �(a) 6= ��0(�(s)) otherwise ,{ U(�; �)1(s) = �(s) (s 2M0),{ U(�; �)2(as;s0) = � �(a) if �(a) 6= ��0(1) otherwise ,{ U(�; �)2(s) = 1 (s 2M0).



Then consider f 0 = (�0; �0) = V(g). We have,{ �0(s) = g1(s) (for all s state),{ �0(a) = �g2(a) if g2(a) 62 Im �0* otherwise (for all a label)Therefore,{ if g2(a) 62 Im �0, i.e. if �(a) 6= �, then �0(a) = g2(a) = �(a). If not, �0(a) = �and �(a) = � at the same time.{ �0(s) = g1(s) = �(s).Lemma 3:Proof. Let (F;G) 2 SC;D, l 2 HomC(M;N ) and l0 2 HomD(M 0; N 0). Let nowf 2 Hom(IdD#IdD)(F (l); l0); this means that f = (f1; f2) where f1 and f2 aremorphisms in D which make the following diagram commutative:F (M ) f1 - M 0F (N )F (l) ? f2 - N 0l0?So the following diagram is also commutative by functoriality of G:G � F (M ) G(f1)- G(M 0)G � F (N )G � F (l) ? G(f2)- G(N 0)G(l0)?But the unit � of the adjunction between F and G is a natural transformation,thus the �rst square of the following diagram also commutes, entailing that theouter square itself is a commutative one:M �M- G � F (M ) G(f1)- G(M 0)Nl ? �N- G � F (N )G � F (l) ? G(f2)- G(N 0)G(l0)?Hence we get naturally, a morphism in Hom(IdC#IdC)(l; G(l0)):Al;l0 (f1; f2) = (G(f1) � �M ; G(f2) � �N )



Similarly in the other direction, we get a morphism inHom(IdD#IdD)(F (l); l0),Bl;l0 (g1; g2) = (�M 0 � F (g1); �N 0 � F (g2))where � is the co-unit of the adjunction(F;G).We now prove that this is a natural bijection between Hom(IdD#IdD )(F (l); l0)and Hom(IdC#IdC)(l; G(l0)). The composite of Al;l0 with Bl;l0 being the identityis a direct consequence of the (right) identity 8 page 80 of [26]:F (M ) F (�M)- FGF (M ) �F (M)- F (M )is the identity natural transformation on F . This means that the following dia-gram is commutative:F (M ) F (�M)- FGF (M ) �F (M)- F (M )M 0f1 ? �M 0- FG(M 0)FG(f1) ? �M 0- M 0f1 ?Hence, F (M ) F�M- FGF (M ) FG(f1)- FG(M 0) �M 0- M 0 = f1Similarly, the composite Bl;l0 �Al;l0 = Id because of (left) identity 8 page 80 of[26], so we have:G(M 0) �M 0G- GFG(M 0) GF (f2)- GF (M ) �M - M = f2Thus (F;G) induces a pair of adjoint functors between (IdC # IdC) and (IdD #IdD).Lemma 4:Proof. The natural bijection between HomD(F (X); Y ) and HomC(X;G(Y ))naturally restricts to a bijection between HomD(F (X); Y ) = HomD0(F (X); Y )(D0 is full in D) and HomC(X;G(Y )) = HomC0 (X;G(Y )) (C0 is full in C) forX 2 D0 and Y 2 C0.Proposition 1:Proof. Take as a �rst instance of Proposition 3 D = ��n and C = Set�op . Wede�ne functor u 2 Hom(D; C) as follows :u([p]) = h�([p])



Then functor G of Proposition 3 is the functor which commutes with directlimits and which is such that,G(h��n ([p])) = h�([p])In of the proposition is therefore this functor G. Its right adjointD given by thesame proposition is such that (see [14]),D(c) : a! HomC(G(hD(a)); c)i.e. in our case, for p � n,D(c)([p]) = Hom� (h�([p]); c)= c([p])the last equality holding because of Yoneda's lemma [26]. We recognize D asbeing the truncation functor.Restricting the adjunction to the categories of cubical sets with morphismsrespecting the initial states is obvious. The adjunction (�L� )n In -�Tn �L� is adirect consequence of Lemma 3.We proceed in a similar manner for the adjunction ISn , TSn . We de�ne again byProposition 3 ISn (h�S�n [p]) = h�S [p]. Notice that h��n [p] = Fn(hS�n[p]) andh�[p] = F (h�S [p]), therefore In(F (h�S�n [p])) = F (ISn (h�S�n [p])), hence thecommuting diagram, by taking the direct limit. The proof for the commutationof the diagram involving Tn is similar.The last part of the proposition is by taking D = �, C = Set(��n)op andfunctor v 2 Hom(D; C) as follows,v([p])([q]) = Hom�([q]; [p])which gives as G functor Tn. Now, its right adjoint is functor D with (for N 2Set(��n)op and [p] 2 �),D(N )([p]) = Hom�n (Tn(h�([p])); N )Theorem 2:Proof. The only di�culty in the �rst part, is to show that the action of thesefunctions on morphisms are well-de�ned. For Y, the only thing to check isthat the de�nition in dimension 2 of the underlying precubical set is coher-ent. We compute �rst (taking the same notations as above), for abs;s0;s00;u 2Y(S0; i0; E0; I0; T ran0):{ if �(a) 6= � and �(b) 6= �,@kl (g2(abs;s0;s00;u)) = @kl ��(a)�(b)�(s);�(s0);�(s00);�(u)�= 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�(b)�(s);�(s00) if k = 0, l = 1�(a)�(s00);�(u) if k = 1, l = 0�(b)�(s0);�(u) if k = 1, l = 1



We also have,g1(@kl (abs;s0;s00;u)) = 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�(b)�(s);�(s00) if k = 0, l = 1�(a)�(s00);�(u) if k = 1, l = 0�(b)�(s0);�(u) if k = 1, l = 1which are equal.{ if �(a) 6= � and �(b) = � (notice that we have then �(s00) = �(s) and�(s0) = �(u)),@kl (g2(abs;s0;s00;u)) = @kl (�0(�(a)�(s);�(s0)))= 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�0(@00(�(b)�(s);�(s00))) = �0(�(s)) if k = 0, l = 1�(a)�(s);�(s0) if k = 1, l = 0�0(@10(�(b)�(s0);�(u))) = �0(�(u)) if k = 1, l = 1We also have,g1(@kl (abs;s0;s00;u)) = 8>><>>: �(a)�(s);�(s0) if k = 0, l = 0�0(�(s)) if k = 0, l = 1�(a)�(s00);�(u) = �(a)�(s);�(s0) if k = 1, l = 0�0(�(u)) if k = 1, l = 1which are equal.{ if �(b) 6= � and �(a) = � (notice then that we have �(s0) = �(s)),@kl (g2(abs;s0;s00;u)) = @kl (�1(�(b)�(s);�(s00)))= 8>><>>: �0(�(s)) if k = 0, l = 0�(b)�(s);�(s00) if k = 0, l = 1�0(�(s00)) if k = 1, l = 0�(b)�(s);�(s00) if k = 1, l = 1We also have,g1(@kl (abs;s0;s00;u)) = 8>><>>: g1(as;s0) = �0(�(s)) if k = 0, l = 0g1(bs;s00) = �(b)�(s);�(s00) if k = 0, l = 1g1(as00;u) = �0(�(s00)) if k = 1, l = 0g1(bs0;u) = �(b)�(s0);�(u) = �(b)�(s);�(s00) if k = 1, l = 1which are equal.{ if �(a) = � and �(b) = � (notice that then we have �(s) = �(s0) = �(s00) =�(u)),@kl (g2(abs;s0;s00;u)) = @kl (�0�0(�(s)))= 8>><>>: �0(�(s)) if k = 0, l = 0�0(@00(�0(�(s)))) = �0(�(s)) if k = 0, l = 1�0(�(s)) if k = 1, l = 0�0(@10(�0(�(s)))) = �0(�(s)) if k = 1, l = 1



We also have,g1(@kl (abs;s0;s00;u)) = 8>><>>: g1(as;s0) = �0(�(s)) if k = 0, l = 0g1(bs;s00) = �0(�(s)) if k = 0, l = 1g1(as00;u) = �0(�(s00)) = �0(�(s)) if k = 1, l = 0g1(bs0;u) = �0(�(s0)) = �0(�(s)) if k = 1, l = 1which are equal.For W we have to check that, for f = (�; �) = Y(g : (P; l : P ! L; i) ! (P 0; l0 :P 0 ! L0; i0)), aIsb and �(a) 6= �, �(b) 6= � implies �(a)I 0�(s)�(b)Suppose aIsb in Y(P; l : P ! L; i). Then there exist x; x0; y; y0 2 P1 with l(x) =a, l(x0) = a, l(y) = b, l(y0) = b and @00(x) = @00(y) = s, @10(x) = @00(y0), @10(y) =@00(x0), @11(y0) = @11(x0), and we have a C 2 P2 with l(C) = (a; b), @00(C) = x,@01(C) = y, @10(C) = y0 and @11(C) = x0. We know that g(C) 2 P 02 and thatl0 � g(C) = (f(a); f(b)) since f(a) 6= � and f(b) 6= �. Similarly, l0(g(x)) = f(a),l0(g(x0)) = f(a), l0(g(y)) = f(b), l0(g(y0)) = f(b). Furthermore, because g is amorphism of cubical sets, @00(g(x)) = @00(g(y)) = �(s), @10(g(x)) = @00(g(y0)),@10(g(y)) = @00(g(x0)), @11(g(y0)) = @11(g(x0)), so �(a)I 0�(s)�(b).It is easy to see that these functors restricted to the 1-skeleton are inverseof each other (this is the consequence of Theorem 1). Now more generally, it iseasy to check that W � Y = Id.Finally, for all free 2-dimensional cubical sets (from precubical sets) (P; l; j),Y �W(P; l; j) is naturally equal to (P; l; j).Proposition 2:Proof. Let (d; a; f : d! � (a)) 2 (D # � ). De�ne ~f as in the following pullbackdiagram: ~d ~f- � (L(a))ds ? f - � (a)� (�a)?and de�ne ~L(d; a; f : d! � (a)) = ( ~d; L(a); ~f : ~d! � (L(a))). We �rst show that~L de�nes a functor from (D # � ) to (D # � ). Let (u; v) be a morphism from(d; a; f) to (d0; a0; f 0). We have the following commutative diagram because ofthe naturality of �: L(a) L(v)- L(a0)a�a ? v - a0�a0?



Hence applying functor � to last diagram and completing with the pullbackdiagrams de�ning respectively ~f (on the left) and ~f 0 (on the right), we get thefollowing commutative diagram:~d ~f- � (L(a)) � (L(t))- � (L(a0)) �~f 0 ~d0ds ? f - � (a)� (�a)? � (v) - � (a0)� (�a0)? �f 0 d0s0 ?In particular, we can read o� from this last diagram that we have a map � (L(t))�~f : ~d! � (L(a0)). We also have a map u � s : ~d! d0. These two maps are suchthat f 0 � (u � s) = � (�a0) � (� (L(t)) � ~f) since by the left two commutativesquares of the diagram above, we have � (�a0) � (� (L(v)) � ~f ) = � (v) � f � s andbecause (u; v) is a morphism between (d; a; f) and (d0; a0; f 0) in (D # � ), we havef 0 � u = � (v) � f so � (v) � f � s = f 0 � u � s.Therefore, by the universal property of pullbacks, applied to ~d0 being thepullback of f 0 and ��a0, there is necessarily a unique ~u : d ! d0 such that thefollowing diagrams are commutative:~d @@@@@� (L(v)) � ~fR~d0~u ? ~f 0- � (L(a0)) ~d @@@@@u � sR~d0~u ? s0 - d0The diagram at the left precisely means that (~u; L(v)) is a morphism from~L(d; a; f) to ~L(d0; a0; f 0) in D # � .Now we de�ne ~� : ~L ! Id. In fact, the pullback diagram de�ning ~L(d; a; f)precisely de�nes a morphism (s; �a) from ~L(d; a; f) to (d; a; f) in D # � , whichis natural (because it is the pullback diagram!) in a.The de�nition of ~� : ~L ! ~L2 is more intricate. The following commutativediagram is the concatenation of the two pullback diagrams, the topmost one



de�ning ~L2(d; a; f) and the other one de�ning ~L(d; a; f):~~d ~~f- � (L2(a))~ds ?0 ~f- � (L(a))� (�L(a))?ds ? f - � (a)� (�a)?But we also have a map � (�a) � ~f : d0 ! � (L2(a)) and a map Id : d0 ! d0.Notice that these two maps are such that � (�L(a)) � � (�a) � ~f = ~f . This isprecisely due to the \co-unit" equation of the comonad (L; �; �) which impliesthat � (�L(a)) � � (�a) = � (�L(a) � �a) = � (Id) = Id.Thus, by the universal property of pullbacks, applied to ~~d, we necessarilyhave a unique morphism u : ~d ! ~~d such that the following two diagrams arecommutative:~d @@@@@IdR~~du ? ~s0 - ~d ~d @@@@@� (�a) � ~fR~~du ? ~~f- � (L2(a))This last right diagram shows precisely that (u; �a) is a morphism from~L(d; a; f) to ~L2(d; a; f) which is natural in a because it is given as the uniquesolution of a universal problem (the pullback diagram).It is easy to see that the \co-associativity" of ~� is a direct consequence of the\co-associativity" of �, and similarly that ~� is the \co-unit" for ~�.De�nition and Lemma 3:Lemma 5. (f; d; s) is a comonad.Proof. First, we have to show that for all E 2 Ord, df(E) � sE = f(dE ) � sEmeaning that the \co-multiplication" s with the \co-unit" d is the \co-unit".Let F = fx1 < � � � < xkg (k � 1) be a linearly ordered non-empty and �nitesubset of E, i.e. an element of f(E). We havesE (F ) = ffx1g � fx1 < x2g � � � �fx1 < � � �xkgg 2 f(f(E))so df(E)(sE(F )) = fx1 < � � �xkg = F .



Now, f(dE ) : f2(E) ! f(E) associates to each linearly ordered �nite andnon-empty sequence fP1 � � � �Pkg of linearly ordered �nite and non-emptysubsets Pi (i = 1; � � � ; k) of E, the linearly ordered �niteand non-empty subsetof E f(dE)(fP1 � � � �Pkg) = fsupP1 < � � � supPkg. Therefore,f(dE )(sE (fx1 < � � �xkg)) = f(dE )(ffx1g � fx1 < x2g � � � �fx1 < � � �xkgg)= fsup(fx1g) < � � � sup(fx1 < � � �xkg)g= fx1 < � � �xkg= F= df(E)(sE (F ))The second identity we have to show is that the \co-multiplication" s is associa-tive, i.e. for all E 2 Ord, sf(E) � sE = f(sE ) � sELet F = fx1 < � � � < xkg (k � 1) be an element of f(E). We havesE (F ) = ffx1g � fx1 < x2g � � � � ; fx1 < � � �xkgg 2 f(f(E))and also,sf(E)(sE (F )) = fffx1gg � ffx1g � fx1 < x2gg � � � � ffx1g � � � �fx1 < � � �xkgggNow, given A = fP1 � � � �Pkg 2 f2(E) (where Pi 2 f(E), for i = 1; � � � ; n), wehave, f(sE (A)) = fsE(P1) � � � �sE (Pk)gtherefore,f(sE )(sE (F )) = fsE(fx1g) � � � �sE (fx1 < � � �xkg)g= fffx1gg � ffx1g � fx1 < x2gg � � � �ffx1g � � � � fx1 < � � �xkggg= sf(E)(sE (F ))


