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Abstract The aim of Information Retrieval (IR) is to �nd the documents that are more relevant for a query,
usually given by a user. This problem is very di�cult, and in the last four decades a lot of di�erent
models were proposed, the most famous being the logical models, the vector space models, and the
probabilistic models. In this paper is proposed a greedy algorithm for maximizing the e�cacy of
an Information Retrieval model based on Discrete Fourier Transform (DFT), which has shown a
good e�cacy level in the �rst tests. Even if the mathematical programming model used to increase
the e�cacy is a Mixed-Integer Nonlinear Program (MINLP), with nonlinear objective function and
binary variables, its structure is very simple and a greedy algorithm can �nd the optimal solution.
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1. Introduction

Information Retrieval (IR) tries to solve this problem: given a query and a set of documents
(collection), which are the relevant documents for the query?

The e�cacy of an IR model depends on the number of relevant and non-relevant documents
retrieved: the �perfect� IR model (that is the model with the maximum e�cacy) should be
able to retrieve all and only the relevant documents. Each time a non-relevant document is
retrieved, or a relevant document is not retrieved, the e�cacy decreases.

Several models were proposed in the last four decades, such as the logical models, the vector
space models and the probabilistic models. The di�erent techniques proposed by these models
produced a signi�cant increase of retrieval e�cteveness in the last �fteen years, as experimentally
observed within the Text REtrieval Conference (TREC) [8]. However, the current technology
is far from being optimal, and the quest for new theoretical frameworks has been intense [3�5,
7].

Recently, a new IR model based on Discrete Fourier Transform (DFT) called Least Spectral
Power Ranking (LSPR) was proposed, and it has shown good e�cacy level in the �rst tests [2].
In this model the input is a collection of a document and a query, while the output is the ranking
list, that is the list of the retrieved documents ordered from the most to the least relevant. The
important thing to remark is that each document is associated with a score (called power in
the LSPR model), such that if a document has a low power, it is considered highly relevant by
the system, hence, the documents are ordered by increasing power. This is why the model is
called Least Spectral Power Ranking.

In this paper an algorithm is proposed, which tries to increase the e�cacy of LSPR: starting
from the ranking list, this algorithm removes the documents that are not relevant with high
probability. Basically, the problem of choosing the documents that maximize the e�cacy can be
described as a Mixed-Integer Nonlinear Program (MINLP), with a quadratic objective function
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and binary variables. However, due to the structure of the problem, a simple greedy algorithm
can �nd the optimal solution.

The remainder of the paper is organized as follows. In section 2 there is a more formally
explanation of the concept of e�cacy. After that, in section 3 is presented the algoritm. Finally
in section 4 there are the conclusions.

2. Evaluation of an IR system

The most important parameters for evaluating an IR system are:

e�ciency, that refers to the time complexity and the memory occupation;

e�cacy, that refers to the quality of the results.

In order to evaluate the e�cacy, the so called �experimental collections� were introduced.
An experimental collection is composed of a collection of documents, a set of queries and the
relevance judgements; the latter is the list of the relevant documents for each query. In this way,
comparing the documents retrieved by the system with the relevance judgements, it is possible
to have an indication about the e�cacy.

Among the most used parameters there are:

precision: ratio between the number of relevant documents retrieved and the number of
retrieved documents; is a measure of accuracy of search,

recall: ratio between the number of relevant documents retrieved and the number of
relevant documents; is a measure of completeness of search.

It is easy to see that if the number of document retrieved increases, the precison decreases and
the recall increases.

In recent years, other measures have become more common, such as the Mean Average
Precision (MAP), that is the average of the precision value obtained for the top k documents,
each time a relevant document is retrieved, or graphically it is roughly the average area under the
precision-recall curve for a set of queries. The MAP varies from 0 to 1; in the tests performed in
[2], using the CACM experimental collection,1 the MAP of the vector-space model was 0.242,
while the MAP of DFR was 0.329. The MAP of LSPR was 0.348, thus indicating a good
performance comparable to the state-of-the-art.

3. Greedy algorithm

In this section an algorithm for increasing the MAP of the LSPR model is described.
Suppose there are a query Q and a collection C as input for LSPR, and the output is ranked

list R, whose each document i is associated with a power Pwi: the less the power, the more the
relevance.

The �rst step is to compute, for each document i in the ranking list, a probability pi to be
relevant. The informations given by LSPR can be very useful for this scope. Let Pwm and
PwM be respectively the power associated with the �rst and the last document in the ranking
list R; a simple way to compute pi can be the following:

pi =
Pwi − PwM

Pwm − PwM
. (1)

It is easy to see that the probability is from 0 to 1: 0 if the power of the document is PwM

(that is the last document retrieved), 1 if the power of the document is Pwm (that is the �rst
document retrieved.

1The collection can be found on http://www.search-engines-book.com/collections.



Optimization Algorithm for Improving the Efficacy of an Information Retrieval Model 3

In order to maximize the MAP, we should maximize both precision and recall, leading to a
multiobjective model. Furthermore, the recall depends on the number of relevant documents
for a query, but usually this information is not available, so we have to semplify the problem.

Let xi ∈ {0, 1} be a variable that is 1 if the document i is selected, 0 otherwise. Precision
and recall are rounded respectively as:

precision=
∑|R|

i=1 pixi∑|R|
i=1 xi

recall=
∑|R|

i=1 pixi

N(Q)

where N(Q) is the unknown number of relevant documents for the query, and the sums at the
numerators play the role of the number of relevant documents retrieved.

At this point it is possible to semplify both the problem of the multiobjective function and
the unknown value of N(Q) by maximizing the product of recall and precision. Thus, the
objective function to maximize is the following:

f(x) =

(∑|R|
i=1 pixi

)2
N(Q) ·

∑|R|
i=1 xi

. (2)

SinceN(Q) is a constant number, even if unknown, we can remove it from the objective function.
The �nal MINLP model is

max

(∑|R|
i=1 pixi

)2
∑|R|

i=1 xi

s.t. xi ∈ {0, 1} ∀i ∈ {1, 2, . . . , |R|}

The greedy algorithm that solves this problem is very simple: �rst, the documents are ordered
by decreasing probability to be relevant (i.e. pi ≥ pi+1, ∀i ∈ {1, 2, . . . , |R| − 1}). After that,
we try to add the documents, from the �rst to the last in the ordered list, until the objective
function increases. As soon as the objective function decreases, the algorithm stops; this is
summarized in the following pseudo-code.

greedy select {
? call LSPR, to get the ranking list R of the documents and the powers ?
? starting from the powers, compute the probability, for example using Eq. (1) ?
? order the documents by decreasing probability to be relevant ?
f ← 0
xi ← 0, ∀i ∈ {1, 2, . . . , |R|}
for d← 1 to |R| do
{

xd ← 1

fd ←
(
∑d

i=1 pixi)
2∑d

i=1 xi

if (fd < f)
xd ← 0
break

else
f ← fd

}
? return the documents i for which xi = 1, ordered by increasing pi ?

}
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4. Conclusion and future work

This paper presents a possible way to increase the e�cacy of an IR model. Actually, this
technique could also be the base of a stand-alone IR model.

The important thing is, for each document, the computation of the probabilities to be rele-
vant. In this paper a simple idea is proposed (see Eq. (1)), but more sophisticated techniques,
which take account of the distribution of the powers, should led to better results.

Removing the documents from the ranking list has other advantages: the user has less docu-
ment to check, and also the e�ciency increases, because the memory occupation for the list of
documents decreases.

Future work has 2 main objectives: First, this idea needs to be tested with some experimental
collections. Second, a more precise mathematical description of the precision and the recall,
and consequentely of the MAP, should be found. In this way the e�cacy should increase, even
if the model probably will be solved by some Nonlinear Global Optimization solver, such as
BARON [6] or Couenne [1], instead of a simple greedy algorithm.
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