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Motivations
Privacy is not a new issue, but in our 
times the problem is exacerbated by 
the Big Data revolution: data are 
collected and stored in enormous 
amounts, and there is the computing 
power to analyse them and extract all 
sort of sensitive information

Also, data are accumulated at an 
increasing speed.  According to a 
research made by IMB in 2017, 
90% of the world data had been 
generated in the last 2 years!



Collection and use of data
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Risks about privacy breaches
Sensitive information can be used for fraudulent purposes. 
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• Credentials

Examples: credit card numbers, home access code, passwords, …

Risks:  Stealing personal property

• Information about the individual 

Examples: medical status, intimate videos, religious beliefs, political opinions

Risks:  discrimination, blackmailing, public shame

• ︎Identification information, i.e., information that can uniquely identify an individual

Examples: name, SSN, bank information, biometric data (such as fingerprint and DNA)

Risks:  Identity theft  



Issue I: Inference attacks

The problem of privacy is complicated because hiding the sensitive data is 
not sufficient:  sensitive information can be derived using correlated 
information that is necessarily public or anyway available to the attacker 
(inference attacks).

Example:  your FB page may give hints about your political opinions, religious 
beliefs, medical status, etc. 

In addition the adversary can use some side knowledge (aka background 
knowledge)

Example: if you live in an area where the majority of the population votes for 
a certain party, it's more likely that you have the same political inclination. 

• The typical countermeasures used in security (e.g., encryption, access 
control) do not help here

• The side knowledge of the adversary can increase with time
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Issue 2: Trade off with utility

The measure to protect privacy should not destroy the 
utility of the data. 

One of the main issues in the research about privacy-
protection mechanisms is to find a good trade-off with 
utility

In general we consider two kinds of utility: the Quality of 
Service (QoS) and the precision of the analysis
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Issue 3:  Whom can we trust?
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1. Centralized model:  we trust the server / data curator.  
• The sanitization is done by the curator. 
• Utility is precision of analysis.
• Two cases:  

1.  the (sanitized) micro data are made available, or
2.  they are not available, we can only query the database 

2. Local model: the server / curator may be corrupted or unable to protect 
the data.   

• The sanitisation is done at the user's side
• Both kinds of utility should be taken into account
• The sanitised micro data are made publicly accessible.

The local model has become more popular recently since people tend to 
trust less and less the service providers and curators (also due to recent 
scandals like that of Cambridge Analitica). Some big companies (e.g., Google 
and Apple) have developed their own LDP systems. 

Issue 3:  Whom can we trust?



 15

Scenario 1.1: 

Global model

The micro data are made available



First solution: 
anonymization

• This is the most obvious solution: remove the identity of 
individuals from the database, so that the sensitive information 
cannot be directly linked to the individual
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• Example: assume that 
we have a medical 
database, where the 
sensitive information 
is disease that has 
been diagnosed

Name age Disease
1 Jon Snow 30 cold

2 Jamie Lannister 39 amputed hand

3 Arya Stark 16 stomac ache

4 Bran Stark 14 crippled

5 Sandor Clegane 45 ignifobia

6 Jorah Mormont 48 gleyscale

7 Eddad Stark 32 headache

8 Ramsay Bolton 32 psychopath

9 Daenerys Targaryen 25 mania of grandeur



First solution: 
anonymization

• Anonymization removes the column of the name, so that, for 
instance, the grayscale disease cannot be directly linked to 
Jorah Mormont
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Name age Disease
1 - 30 cold

2 - 39 amputed hand

3 - 16 stomac ache

4 - 14 crippled

5 - 45 ignifobia

6 - 48 gleyscale

7 - 32 headache

8 - 32 psychopath

9 - 25 mania of grandeur

• However, this solution 
has been (already 
several years  ago) 
shown to be ineffective, 
i.e., vulnerable to de-
anonymization attacks

• Hystorically the 
first method, still 
used nowadays



De-anonymization attack (I).  Sweeney'98
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De-anonymization attack (I).  Sweeney'98

 19

DB 1: Medical data DB 2: Voter list

            Ethnicity
       Visit date
   Diagnosis

    Procedure
        Medication 

             Total charge

            Name
                 Address

                Date 
registered

             Party 
                  affiliation

           Date last 
      voted

ZIP
Birth 
date
Sex

87 % of US population is uniquely identifiable by 5-digit ZIP, gender, DOB 

This attack has lead to the proposal of k-anonymity



K-anonymity [Samarati & Sweeney]
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• Quasi-identifier: Set of attributes that can be linked with 
external data to uniquely identify individuals

• Make every record in the table indistinguishable from a least 
k-1 other records with respect to quasi-identifiers. This can be 
done by:

• suppression of attributes,  and/or

• generalization of attributes, and/or

• addition of dummy records

• Linking on quasi-identifiers yields at least k records for each 
possible value of the quasi-identifier



K-anonymity
Example:  4-anonymity w.r.t. the quasi-identifiers (nationality, ZIP, age)

• achieved by suppressing the nationality and generalizing ZIP and age
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Problems with k-anonymity

• Obvious problem: in 
the sanitized dataset, 
all the individual in a 
group may the same 
value for the sensitive 
data, like in this table

• Clearly, the people in 
that group are not 
protected from the 
revelation of their 
disease
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l-diversity [Kifer et al.]

• A solution to this 
problem was 
proposed under 
the name of l-
diversity. 

• The idea is to 
form the groups 
in such a way that 
each group 
contains a variety 
of values for the 
sensitive data
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t-closeness

• Also the l-diversity has problems, though: 

• the requirement of l-diversity may be too strict (for 
instance, certain values of the disease, like having a cold, 
may not need to be protected)

• the requirement of l-diversity may not be enough. For 
instance, if almost all individuals in a certain group 
have cancer, the attacker will infer that information (for a 
given individual in the group) with high probability

• To amend these problems, the t-closeness requirement was 
proposed: the idea is that the grouping is done in such a way 
that the distribution for the sensitive values in each group is 
close to the general distribution
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Complexity of l-diversity and t-closedness

The sanitization of the database with l-diversity 
or t-closedness is NP-hard
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Problems with k-anonymity and similar 
methods

• Everything  can turn out to be a quasi-
identifier

• Especially in high-dimensional and sparse databases.

• Composition attacks 

• Combination of knowledge coming from different 
sources

• Open world:  Even if present data are protected, in the 
future there may be some new knowledge available
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Robust De-anonymization of Large Sparse Datasets.                      
Narayanan and Shmatikov, 2008. 

Showed the limitations of K-anonymity 
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De-anonymization of the Netflix 
Prize dataset (500,000 anonymous 
records of movie ratings), using IMDB 
as the source of background knowledge.  

They demonstrated that an adversary 
who knows just a few preferences about 
an individual subscriber can identify his 
record in the dataset.

De-anonymization attacks (II)



De-anonymization attacks (III)

De-anonymizing Social 
Networks.                                      
Narayanan and Shmatikov, 2009. 
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By using only the network topology, they were able to show that 
33% of the users who had accounts on both Twitter  and Flickr 
could be re-identified in the anonymous Twitter graph with only a 
12% error rate.
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Scenario 1.2: 

Centralized model

Micro data not accessible, we can 
only query the DB 
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• One can only retrieve aggregated information, not personal records

M
ec

ha
ni

sm
• “What is the average weight of people affected by the disease ?”

• “Does Don have the disease ?”

Protection of datasets via an interface



There is still the problem of composition attacks 

Example

name age disease

Alice 30 no

Bob 30 no

Carl 40 no

Don 40 yes

Ellie 50 no

Frank 50 yes

Alice Bob

Carl Don

Ellie Frank

D1 is 2-anonymous with 
respect to the query.  Namely, 
every possible answer partitions the 
records in groups of at least 2 
elements

• A medical database D1 containing correlation between a 
certain disease and age. 

• Query: “what is the minimal age of a person with the 
disease”
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• A medical database D2 
containing correlation between 

the disease and weight. 

Alice Bob

Carl Don

Ellie Frank

name weight disease

Alice 60 no

Bob 90 no

Carl 90 no

Don 100 yes

Ellie 60 no

Frank 100 yes

 32

• Query:  “what is the 

minimal weight of a person 

with the disease”

Also D2 is 2-anonymous



k-anonymity is not 
compositional

name age disease

Alice 30 no

Bob 30 no

Carl 40 no

Don 40 yes

Ellie 50 no

Frank 50 yes

Combine with the two queries:                                  

minimal weight and the minimal 

age of a person with the disease

Answers:  40, 100.    Unique!

Alice Bob

Carl Don

Ellie Frank

name weight disease

Alice 60 no

Bob 90 no

Carl 90 no

Don 100 yes

Ellie 60 no

Frank 100 yes
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Composition attacks are a general problem of 
Deterministic approaches : They are all based on 
the principle that one observation corresponds to many 
possible values of the secret (group anonymity)
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Secrets Observables



Problem of the deterministic approaches: the 
combination of observations determines smaller and 
smaller intersections on the domain of the secrets, and 
eventually result in singletones
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Secrets
Observations
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Secrets
Observations

Problem of the deterministic approaches: the 
combination of observations determines smaller and 
smaller intersections on the domain of the secrets, and 
eventually result in singletones



Too bad!!!  What can we do?

Use probabilistic approaches!

Most of the state-of-the-art techniques are indeed based 
on randomization

 37



Probabilistic approaches
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Secrets Observables

s
o

Every secret can generate any observable, according to 
a certain probability distribution.  



Probabilistic approaches
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Secrets Observables

By the Bayes law

s
o

p(s|o) / p(o|s)



Probabilistic approaches
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Secrets

Observables



Probabilistic approaches

 41

Secrets Observables



Randomized approach for DB sanitisation 

• Allow accessing the DB only by queries

• Introduce some probabilistic noise on the 
answer so to obfuscate the link with any 
particular individual

 42



name age disease

Alice 30 no

Bob 30 no

Carl 40 no

Don 40 yes

Ellie 50 no

Frank 50 yes

Alice Bob

Carl Don

Ellie Frank

Noisy answers

minimal age: 
40 with probability 1/2
30 with probability 1/4
50 with probability 1/4

 43



Alice Bob

Carl Don

Ellie Frank

name weight disease

Alice 60 no

Bob 90 no

Carl 90 no

Don 100 yes

Ellie 60 no

Frank 100 yes

Noisy answers

minimal weight:
100 with prob. 4/7
90  with prob. 2/7
60  with prob. 1/7
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name age disease

Alice 30 no

Bob 30 no

Carl 40 no

Don 40 yes

Ellie 50 no

Frank 50 yes

Alice Bob

Carl Don

Ellie Frank

name weight disease

Alice 60 no

Bob 90 no

Carl 90 no

Don 100 yes

Ellie 60 no

Frank 100 yes

Noisy answers

Even if he combines the 
answers, the adversary 
cannot tell for sure whether 
a certain person has the 
disease  
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Randomized mechanisms

• A randomized mechanism (for a certain query) reports an answer 
generated randomly according to some probability distribution 

• We need to choose carefully the distribution, so to get the desired 
privacy guarantees, while maintaining a good utility for the query

• To find a good trade-off between privacy and utility, and to reason 
about them, we need formal, rigorous definitions of these notions. 

•  A definition of privacy that has become very popular: Differential 
Privacy [Cynthia Dwork, ICALP 2006]
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Differential Privacy
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Databases

Examples: 
V = integers

20

14

51

75

x

V = names x integers 

John 20

Mary 14

Dale 51

Anna 75

x

• A record is an element v from some domain V of values. In general V
is a structured domain, i.e., it is a product of domains corresponding to
the attributes. But for our purposes the structure is not relevant and in
general we will ignore it

• A database (or dataset) of n records is an element of X =
S<1

n�1 Vn. We
will represent the elements of X by x, x1, x2, . . ..

• We will assume a probability distribution on distribution on V and X and
indicate by V , X the respective random variables

<latexit sha1_base64="8cfNQGNY+vEDAM+CtB6aKGZ6bec=">AAAEZ3icbVNLb9NAEHabACU82lKEkLgM1EhFiqIkHOAAUikXuBWJppHqNFqvx+mq612zu04brPxJbty58C+Yddz0xSqKxjPfzuObb+NcCuu63d8rq43mnbv31u63Hjx89Hh9Y/PJwOrCcDzgWmozjJlFKRQeOOEkDnODLIslHsann338cIrGCq2+u1mOo4xNlEgFZ45c483VeRTjRKhSOMzET5y3Im/BJzDItUlAWGAKUGKGykE4DSE1OgOrM4REZ0woCCPOJAxC0ClMmSzQduCrggkqNBRYhn0qsM4U3BUGk/p6G0QHO/TvFoDc6IQQPtkCYIEaMWhzrRKhJuA0uBME5pwRceF8tb3CQaoNECuQFybXFm0FWlbzuZV2NJXEKaNJmKLZLps8QzgTUoKYKO3RrrUkooxiaoU55nmeww7V8V8W3RvfZKjCmit7gywfLKvhh3P4CFEsJrzIx6WCaII/oDc/Lj9EQqVuNocFbjA/VmEHDutmDNIurU/lZ6nT2mt5Q4hnEJ634Xzca5+P++1IJtpZSnIxwEUyZm1BO6sIjlkspHAzSEhhFYskBqDfLcdyeZ6vK1UX9CVeR1i1MAjbEA7DqlO/LOROTMkkIMllyoxgpEnbilAll2Ibb2x3O93qwG2jVxvbQX32xxu/okTzwhPBJY101OvmblQy4wSXXr2FxZzxUzbBIzIVy9COyuqdzOE1eZJKKKkmUivv1Rsly6ydZTEhM+ZO7M2Yd/4vdlS49P2oFConOSq+KJQWspIqPTpilRTipOebcSOoV+AnzDDu6Gl6Eno3R75tDPqd3ttO/1t/e3evpmMteBG8CnaCXvAu2A2+BPvBQcBX/zRaja3G08bf5nrzWfP5Arq6Ut/ZCq6d5st/3YtowQ==</latexit>



Adjacency
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• Two databases x1, x2 are adjacent if they di↵er for exactly one record.
We will indicate this property with the notation x1 ⇠ x2

• x1 ⇠ x2 represent the fact that x1 and x2 di↵er for the information relative
to an individual. Either this individual has been added to x2, or he has
been removed from x2, or has changed value.

20

14

51

75

20

14

51

75

~ ~

The adjacency relation is symmetric but not transitive

20

51

75

20

51

75

30



Queries
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• (The answer to) a query f can be seen as a function from the set of
databases X = V n to a set of values Y. Namely,

f : X ! Y

• y = f(x) is the true answer of the query f on the database x.

• For a given f , the distribution ⇡ on X also induces a distribution on Y.
We will denote by Y the random variable associated to the distribution
on Y.

Example: f = average of all values in the DB 

20

14

51

75

x
f(x) = (20+14+51+75)/4 = 40



Randomized mechanisms
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• A randomized mechanism for the query f is any probabilistic function K
from X to a set of values Z. Namely,

K : X ! DZ

where DZ represents the set of probability distributions on Z.

• Z does not necessarily coincide with Y.

• z drawn from D(x) is a reported answer of the query K on the database
x.

• Note that ⇡ and K induce a probability distribution also on Z. We will
denote by Z the random variable associated to this probability distribution

• z drawn from K(x) is a reported answer for the query on the DB x.
<latexit sha1_base64="vj+LQRHHS2uonGh92RLx1OSy66g=">AAACY3icbVHBbtNAEF0bKCUFago3hDQiRiqXyA4HOFaFAxKXIpG2UhxF4/U4WXW9a3bXtImVn+TGjQv/wdqNELTM6c17M5q3b/NaCuuS5EcQ3rl7b+f+7oPB3sNHj/ejJwenVjeG04Rrqc15jpakUDRxwkk6rw1hlUs6yy/ed/rZNzJWaPXFrWqaVbhQohQcnafm0TrLaSFUKxxVYk2bQdYhiNcxFAYvFUBptO/bjKOET5vDq9cxCAsIbZaXYKjWxlEBqOwlmQ2U2oBbEnxtyKxAq775cAzxVTyCQUaq+HNqHg2TUdIX3AbpFgzZtk7m0fes0LypSDku0dppmtRu1qJxgsvOemOpRn6BC5p6qLAiO2v7jDbwyjNFb6/UykHP/r3RYmXtqsr9ZIVuaW9qHfk/bdq48t2sFapuHCl+fahsJDgNXeBQCEPcyZUHyI3wXoEv0SB3/lsGPoT05pNvg9PxKH0zGn8eD4+Ot3HssufsJTtkKXvLjthHdsImjLOfwU6wH0TBr3AvPAifXY+GwXbnKfunwhe/AcyVtNk=</latexit>



Differential Privacy
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We are now ready to define di↵erential privacy. We first consider the discrete
case, i.e., when the reported answer is discrete

Definition (Di↵erential Privacy) K is "-di↵erentially-private i↵ for every
pair of databases x1, x2 2 X s.t. x1 ⇠ x2 and for every z 2 Z we have

p(K(x1) = z)  e" p(K(x2) = z)

where p(K(x) = z) represents the probability that K applied to x reports the
answer z

Note: p(K(x) = z) represents a conditional probability. We will write it as
p(Z = z|X = x) when we need to make this fact more explicit.

<latexit sha1_base64="yMFFp0zHOcv7462gBVGFU3i2hs4=">AAAEvXichVNLb9NAEHabAMW8WjhyGVEjpVIaJeEAqlRRQQ9ISKhI9KHGIazX42bpetfsbt7kT8KJf8PYTtu0RcKn8Ty/+b7ZKJPCumbzz8pqpXrn7r21+/6Dh48eP1nfeHpk9cBwPORaanMSMYtSKDx0wkk8yQyyNJJ4HJ2/z+PHQzRWaPXFTTLspuxMiURw5sjV21j9HSotVIzKwTECMwhKj4BaxBNwGmJMqDPEIknQUJJgEjIjhoxPGnlBIox1wLWyIkYDro8wCwtYs0gOcB4Lyw06nAMnlHUQDWzUYdRHVeQazLRxGANTdkT1wsJFBYRhp52mXd/3ryDOwiiB/RyTyPFDbX8Z2EEJbGsOAYEgx8d5kLekvyFtllkhtZoH28vbyMl2sQ8NJC9Aog0gMTaBjAkDOoGYOZZTTH3GvVYdxr12KBSUE05ogm24RhELrUjzcEDrxEudgulVAZxSxQihz4YIftiBrHaBtUYttmAXplsQSvwB+HUJNoT166nti9SuT3SSbhAsx8tokDNs0NKutiA8MzpikZDCkbx95paZYhldHGlBsgfjYKFNWbaQJ5gGl6pcifJJO9z573SWX0lcyFbc0CWO4o5GQkoYGZHL4IDZvN3p7vTnye6Y2hT3QqQpLOGl7BwJF0mbMO4g1bQ+jgk9FySF31vfbDaaxQe3jdbC2PQW30Fv/VcYaz5ICSiXzNpOq5m57owZJ7jEuR8OLGaMn7Mz7JCpWIq2OyvOfA4vyVOqnWiVvwXyLlfMWGrtJI0oM2Wub2/Gcue/Yp2BS950Z0JlA4eKl4OSgcwJyJ8yvRSD3MkJGYwTdYID7zNDjNCDz0lo3Vz5tnHUbrReNdqf25t77xZ0rHnPvRdezWt5r70974N34B16vLJT+VYRle/Vt1WsyqoqU1dXFjXPvGtfdfQXEKiE/w==</latexit>



Meaning of Differential Privacy
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Differential privacy essentially means that the presence or 
absence of an individual in a DB, does not make much 
difference for the information that the adversary acquires  
by querying the DB. 

Hence an individual does not risks much by accepting that 
his data are collected in the DB



Is DP what we want?
Is DP the best we can do?
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What we really would like is that by querying the DB the 
adversary cannot derive much information about the 
individual

Unfortunately, this is not possible

Example:  Assume that the adversary knows that Turing has the same 
height of the average height of the rest of the people in the DB. 
Then, by querying the DB, the adversary gains a lot of information 
about the heigh of Turing (if we want to preserve some utility)

Note that this happens whether or not John is in the DB



Other interpretations of DP
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x x

v 1 v 2
Consider two databases that differ only for 
the value of one individual record

Theorem If K is "-di↵erentially-private then 8v1, v2 2 V, 8x 2 X , 8z 2 Z

p(K(x [ v1) = z)  e2" p(K(x [ v2) = z)

Note that also the reverse is true: it is su�cient to enrich V with an extra value
? that represents the absence of an individual
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The proof of the theorem 
is immediate, just observe 
the relation with x, and 
then apply transitivity of ≤

x

v 1

x

v 2 

~ ~x

v 1



Other interpretations of DP: Bayesian
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Consider a database consisting of x plus a record v
x

v 

Theorem K is "-di↵erentially-private i↵ 8v 2 V, 8x 2 X , 8z 2 Z

p(V = v|X = x, Z = z)  e" p(V = v|X = x)

p(V = v|X = x)  e" p(V = v|X = x, Z = z)

Proof: exercise.

This means that, if the adversary knows the value of all the other records of

the database, then knowing the reported answer z does not improve much his

knowledge of a given individual V

The assumption that the adversary knows the value of all the other records of

the database is called strong adversary model

Question 1 Is the hypothesis of the strong adversary necessary for the result?

Question 2 How does this result reconcile with the example of the height of

Turing ?
<latexit sha1_base64="JCDDVbGZ7r133H7FIgxdmYsW7GU=">AAAFZ3icrVRLb9NAEHZpAiU82lKEkLgMNEitlFZJQAIhoVbiUsSlSG2oGodqsx7Hq653ze46bRr8J7lx58K/YNZJ35XgwB7s8TfP75uV+5kU1jWbP2duzVaqt+/M3a3du//g4fzC4qOO1bnhuMu11GavzyxKoXDXCSdxLzPI0r7EL/3DD97/ZYjGCq123CjDXsoGSsSCM0fQweJsESotVITKwTjsx7CToDaYFgD1kDMJn+ogLNlDZjCzQmpVX4tEHKOhFMGkHK1lRgyZQyCUAmNtCIUhhEJRSV+jUzTgFD8+h/cuwCcET9D9og61sAvZSgfeU5nvsEfvY2jAPr1PViGU+A3w6/jCSAWEjasJq2HvhjL/nH7Wj8rUzjXaNlrH7wCP0XBhcT0Mu+00vRSyk5BgKTJlwSXMNUgXMhBY5BfBzAgOlT6yJTZkMkfQMXgNPKDpYcAg1yay3uHBiDnml9zwX6rm04UalC6ioI3DCKjdEWXWT+oQabSgtAORZkYPEdKcJ+Cn8pkSo8GkJQzEEBXQ2GIoopy0r3fqZ4TgEiUa39o8zfytKWn9J0r+ctHWaajJ9bPOaKJ2XjjVEcriBpnL8M852nKkVgEfJ/2TUeY7WnHW61pNhRxtadHtm8poc+k24K992gVs6aOJxM5LOsks6SkuJMKRcElZE49Zmkk8nSJBMUic/9rJjV/fBtRqBwvLzfVmeeC60Zoay8H0bB8s/AgjzfOUJuOSVtJtNTPXGzPjBJdY1MLcYsb4IRtgl0zFUrS9cfmfKOAlIVHJOdbErEQvZoxZau0o7VNkylxir/o8eJOvm7v4bW8sVJY7VHzSKM5p/Rr8TwciQfo4OSKDcSNoVuAJM4w72ogXoXWV8nWj015vvVpvf24vb76eyjEXPAteBCtBK3gTbAZbwXawG/DZX5VaZanyuPK7Ol99Un06Cb01M81ZCi6d6vM/ZLjAGg==</latexit>



Examples of mechanisms

Let us assume that we have databases containing as values V the 
heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  Let 
us assume that the query is: the average age of the people in the 
data base, rounded to the next integer
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Examples of mechanisms

Let us assume that we have databases containing as values V 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 
(integers).  Let us assume that the query is: the average age of 
the people in the data base, rounded to the next integer

• Consider the mechanism that always reports the true answer.  Is it 
differentially private ?
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer

• Consider the mechanism that always reports the true answer.  Is it 
differentially private ?

No. It's not 𝜺-DP for any 𝜺
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

• Consider the mechanism that always reports 150.  Is it differentially 
private ?
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

• Consider the mechanism that always reports 150.  Is it differentially 
private ?

Yes. It's 𝜺-DP in the strong sense, i.e., for 𝜺 = 0.
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

• Consider the mechanism that always reports 150.  Is it differentially 
private ?

Yes. It's 𝜺-DP in the strong sense, i.e., for 𝜺 = 0

However, it's totally useless !
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

• Consider the mechanism that reports 𝟏𝟎𝟎 if the true answer is 
less than 𝟏𝟓𝟎, and 𝟐𝟎𝟎 otherwise.  Is it differentially private ?
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Examples of mechanisms
Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

• Consider the mechanism that reports 𝟏𝟎𝟎 if the true answer is 
less than 𝟏𝟓𝟎, and 𝟐𝟎𝟎 otherwise.  Is it differentially private ?

No. It's a bit more useful than the previous one, but it is not 𝜺-DP 
for any 𝜺
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Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 the 
heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  Let 
us assume that the query is: the average age of the people in the 
data base, rounded to the next integer.
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Consider the mechanism that reports the true answer with probability e"

200+e" ,

and every other integer in [50, 250] with probability 1
200+e" . Is it di↵erentially

private ?
<latexit sha1_base64="s/GB8Wyk8SfcACop6M5A8cqasKo=">AAAC33icdVJLbxMxEPYurxIeDXDkMiJBQqJaebcNzY2KXuBWJNJWyobI651NrHrtle1NtVrlwoUDCHHlb3Hjj3DGSYNEUTuS5fE3M9+8nFVSWEfpryC8cfPW7Ttbdzv37j94uN199PjY6tpwHHEttTnNmEUpFI6ccBJPK4OszCSeZGeHK/vJAo0VWn1wTYWTks2UKARnzkPT7u9UaaFyVA4OtbIiRwNujlAinzMlbOlfzIHBShtn1yZnagSm7Ll3PRduDpXRGcuEFK4BgH5aGMZb/JgumA+zQmq1bBNK4SVcBvs7niYH9PU1oD21AaEcztY39McDupMM6KR/RZZNkvga4gjgnQXhIBdFgcZ3J5iUjecQC+YQXk+7PRrFdLi/uwc0Sl4N9ujAK0O6Eoij9U17ZCNH0+7PNNe8Lj0Vl8zacUwrN2mZcYJLXHbS2mLF+Bmb4diripVoJ+16P0t47pEcCm388YNeo/9GtKy0tikz71kyN7f/21bgVbZx7YrhpBWqqh0qfpGoqCU4Datl+/YNcucbzwXjRvhawa/VT875L9HxQ/jbKVyvHCdRvBsl75PewZvNOLbIU/KMvCAx2ScH5C05IiPCgzT4FHwJvoYs/Bx+C79fuIbBJuYJuSThjz/LBeU3</latexit>



Examples of mechanisms

Let us assume that we have databases containing as values 𝐕 
the heights of people, in cm, ranging from 𝟓𝟎 to 𝟐𝟓𝟎 (integers).  
Let us assume that the query is: the average age of the people 
in the data base, rounded to the next integer.

Yes. It's 𝜺-DP

It is also relatively useful. We will study its utility later. 
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Consider the mechanism that reports the true answer with probability e"

200+e" ,

and every other integer in [50, 250] with probability 1
200+e" . Is it di↵erentially

private ?
<latexit sha1_base64="s/GB8Wyk8SfcACop6M5A8cqasKo=">AAAC33icdVJLbxMxEPYurxIeDXDkMiJBQqJaebcNzY2KXuBWJNJWyobI651NrHrtle1NtVrlwoUDCHHlb3Hjj3DGSYNEUTuS5fE3M9+8nFVSWEfpryC8cfPW7Ttbdzv37j94uN199PjY6tpwHHEttTnNmEUpFI6ccBJPK4OszCSeZGeHK/vJAo0VWn1wTYWTks2UKARnzkPT7u9UaaFyVA4OtbIiRwNujlAinzMlbOlfzIHBShtn1yZnagSm7Ll3PRduDpXRGcuEFK4BgH5aGMZb/JgumA+zQmq1bBNK4SVcBvs7niYH9PU1oD21AaEcztY39McDupMM6KR/RZZNkvga4gjgnQXhIBdFgcZ3J5iUjecQC+YQXk+7PRrFdLi/uwc0Sl4N9ujAK0O6Eoij9U17ZCNH0+7PNNe8Lj0Vl8zacUwrN2mZcYJLXHbS2mLF+Bmb4diripVoJ+16P0t47pEcCm388YNeo/9GtKy0tikz71kyN7f/21bgVbZx7YrhpBWqqh0qfpGoqCU4Datl+/YNcucbzwXjRvhawa/VT875L9HxQ/jbKVyvHCdRvBsl75PewZvNOLbIU/KMvCAx2ScH5C05IiPCgzT4FHwJvoYs/Bx+C79fuIbBJuYJuSThjz/LBeU3</latexit>



Properties of differential privacy

• Two important properties that have made 
differential privacy so successful:

• Independence from the side knowledge of the 
adversary

• Compositionality
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Independence from the side 
knowledge of the adversary

• The distribution p on the databases is called prior, i.e., 
prior to the reported answer 

• p represents the knowledge that a potential adversary has 
about the database (before knowing the answer of K)

• We note that the definition of DP does not depend on p. 
This is a very good property, because it means that we can 
design mechanisms that satisfy DP without taking the 
knowledge of the adversary into account: the same 
mechanism will be good for all adversaries.  
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Compositionality

 69

• Di↵erential privacy is compositional, namely: given two mechanisms K1

and K2 on X that are respectively "1 and "2-di↵erentially private, their
composition K1 ⇥K2 is ("1 + "2)-di↵erentially private.

Note: K1 ⇥ K2 is defined by the following property: if K1(x) reports
z1 and K2(x) reports z2, then (K1 ⇥K2)(x) reports (z1, z2).

Proof: exercise

• Privacy budget: There is an initial budget ↵ associated to the DB.
Each time a user asks a query, answered by "-di↵erentially private mecha-
nism, the budget is decreased by ". When the budget is exhausted, users
are not allowed to ask queries anymore.
Note that the budget is per DB and not per user because users may be
colluded.

<latexit sha1_base64="2+okl1ICb6as0TPnUOS8eaV0GZA=">AAAH/Hic7VVda+Q2FHW23Znt9GM37WNfLo0XJnQ6zEyhWwILy+4WCoWSwmYTiIcgy9ceEVnySnISx7i/pm+lr/0vhf6YXmlmW082oT+gFcwgX0nnnnt0rp1WUlg3m/2xc++99+8Phg8+GH340cefPHy0++lrq2vD8Yhrqc1JyixKofDICSfxpDLIylTicXr+wq8fX6CxQqtXrqlwWbJCiVxw5ih0tnv/zyTFQqhWOCzFNXajxM/gpchzNKicYBIqIy4Yb0BYaJOQs01ljR3XZaWt8EhMdhNQrETZHEAhLlCBu9RQIl8xJWxpIaajhPVDdzaPgamsF1jEoBX4EYfQSQxuxRwwg2DQVsgdIcqGli8oVlkhiftbmH5sEX+V9ZjTkcDd4YQQURjoUe4zSpwo0fYJUa3xeCsdfAlbqfbvyjWFUZKMEv/XJmkOP2qHB9D9W7oMc7rEDNLGc4VcS6kvhSoIVldoHAkLIu+zHl/txyRQpY0jtte3CHtzxyIOQpDY8fhuOvvbx8aEPLn2BU99XUB/h0br/ADwCg0XFilIUQhLGwNtGYWeJDMFgpfjcOOmtM4KdN0BvFqRhl4BpkAoESy3XqTLZbJaMarLWs0FiZuB00Gfl8+n8B3jK/DkgUFt0dC2c4KBNzWaZkJ49pKgg6R9m9x1cf/YNaj0lkS4G05dZW+BmsKx13N7O16tWG2J7CTQssHJSpOj/Z2uayCqgadAX3hTakPGIf28W9b238YkC1DN4YI9kn8MJafIKRduEpWMhEWyuZR1htkUOvh//IfGKEGV/f0yP3u0N5vOwoB3J/PNZC/ajMOz3Z1hkmlel9QaXFLTnc5nlVu2zDjBpf86kM0qxs9Zgac09W98u2xDq3fwuPYdkmtDP+UgRPsnWlZa25Qp7SyZW9mbaz5429pp7fJvl61QVe1Q8XWivJbhVUAfNciEoW8ENXImGDf0BuFAjWwYd9QTo8d9KIm5e/oNpw43olhtpk5XTxe8XLYF6hKdaboRSTe/KdS7k9eL6fzr6eKnxd6z5xsRH0SfR19E42gePYmeRd9Hh9FRxAcvBmJgBnb48/CX4a/D39Zb7+1sznwWbY3h738BAyg9yQ==</latexit>



Internship and PhD

If you find these topics interesting, you may consider doing an internship (stage) 
in our teams. There are various internship projects available, and we will 
describe them during the course

Possibility to continue as a PhD. We have various grants that will provide 
financial support. In particular:  
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Thanks for the attention

Questions?
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