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Abstract

The theory of analog computation aims at modeling computational systems that evolve in a continuous manner.
Unlike the situation with the discrete setting there is no unified theory of analog computation. There are several
proposed theories, some of them seem quite orthogonal. Some theories can be considered as generalizations of
the Turing machine theory and classical recursion theory. Among such are recursive analysis and Moore’s class
of recursive real functions. Recursive analysis was introduced by A. Turing [1936], A. Grzegorczyk [1955], and D.
Lacombe [1955]. Real computation in this context is viewed as effective (in the sense of Turing machine theory)
convergence of sequences of rational numbers. In 1996 Moore introduced a function algebra that captures his notion
of real computation; it consists of some basic functions and their closure under composition, integration and zero-
finding. Though this class is inherently unphysical, much work have been directed at stratifying, restricting, and
comparing it with other theories of real computation such as recursive analysis and the GPAC. In this article we
give a detailed exposition of recursive analysis and Moore’s class and the relationships between them.

1 Introduction

Analog computation is a computational paradigm that attempts to model systems whose internal states are continuous
rather than discrete. Unlike the case of discrete computation, which has enjoyed a kind of uniformity and conceptual
universality, there have been several approaches to analog computations some of which are not even comparable. A
survey of the wide spectrum of analog models is written by P. Orponen in 1997 [30]. An up-to-date version of Orponen’s
has been written by O. Bournez and M. Campagnolo in 2008 [29]. V. Blondel and J. Tsitsiklis wrote a more specialized
survey about the role of classical computational complexity in systems and control theory [1]. A dedicated survey about
the class of Blum-Shub-Smale (BSS) models was written by K. Meer and C. Michaux [24]; this survey essentially focuses
on the complexity-theoretic aspects of these models. A less detailed survey of the main BSS model is given in [13]; this
article focuses on extending the Grzegorczyk hierarchy to the reals through that model.

So much of the current research in this area have been directed at developing a unified theory of continuous compu-
tation through discovering relationships among the different models. Some recent developments towards that direction
can be found in [15, 14, 12, 2]. There have also been work relating analog models to discrete recursive classes (see
[5, 6, 8, 7]). In this article we give a detailed survey on two theories of continuous computation: recursive analysis and
Moore’s function algebra, and the relationships between them.

One of the earliest theoretical models of continuous-time computation is the GPAC (General Purpose Analog Com-
puter). It was introduced by C. Shannon in 1941 [33] as a mathematical model of the differential analyzer which was a
kind of a universal analog machine built at MIT in 1931. Since then the model has been refined in a series of papers
by Pour-El 1974 [31], Lipshitz and Rubel 1987 [22], Graça and Costa 2003 [15], and Graça 2004 [14]. One of the major
extensions of the GPAC was proposed by C. Moore in 1996 [25] where he defined recursiveness of real functions in terms
of a function algebra. This function algebra is constructed as a direct analogy of classical recursion theory, for example,
the scheme of integration is introduced as a replacement of primitive recursion and a version of the minimalization
scheme is given for real functions. Moore’s class is inherently unphysical essentially due to the unrealizability of the
minimalization operator.

Recursive analysis was introduced by A. Turing [34], A. Grzegorczyk [17], and D. Lacombe [21]. It is a model of
analog computation based on classical computability theory that, unlike Moore’s recursive class, takes more direct and
realistic approach by appealing to the notion of mechanism and hence physical realizability. The computation model is
essentially an oracle Turing machine which is a normal machine equipped with function oracles.

This article gives a detailed exposition of the two aforementioned theories of real computation and the relationships
between them. Section 1 is an introduction. Section 2 introduces Moore’s notion of recursiveness along with examples
and basic results. Section 3 defines the notions of computability and complexity of real functions in the context of
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recursive analysis along with examples and basic results. Section 4 shows how these two approaches are interrelated.
Section 5 concludes the paper.

2 Moore’s Recursive Class of Real Functions

As an extension to the GPAC, C. Moore proposed in 1996 [25] a class of functions defined in analogy with classical
recursion theory and corresponds to a conceptual analog computer operating in continuous time [29]. We will call this
class Moore’s recursive functions or MRec for short. A general discussion about the motivations behind Moore’s notion
of real computation can be found in [28]. The following version of MRec is based on that given in [5].

Definition 1 (MRec functions).
MRec = [0, 1,−1, U ;Comp, ∫ , µ] (1)

where

1. 0, 1,−1 are constants which can be represented by zero-ary constant functions.

2. U is the set of projection functions.

3. Comp is the composition operator.

4.
∫

is the integration operator. Assume functions g, h ∈ MRec. Assume the differential equation

f(0, ȳ) = g(ȳ)

∂xf(x, ȳ) = h(x, ȳ, f(x, ȳ)) (2)

has a unique solution over a domain that includes 0. Then define a new function f : D ⊆ R × Rn → R as that
unique solution over the maximal domain that includes 0.

5. µ is the µ-recursion or zero-finding operator. Given a function g ∈ MRec with g : R × Rn → R, define a new
function f : Rn → R as follows

f(ȳ) = µxg(x, ȳ) ,

{
x− = sup{x ∈ R≤0 : g(x−, ȳ) = 0} −x− < x+

x+ = inf{x ∈ R≥0 : g(x+, ȳ) = 0} −x− ≥ x+

Note that the µ-operator returns a limit point which itself might not be a root of g, however in this case, it is the
limit of an accumulating sequence of roots.

The analog schemas of integration and zero-finding are meant to correspond to primitive recursion and zero-finding
over N. The original definition of MRec [25] was somewhat ambiguous. For example, the integration operator was not
defined precisely, the zero-finding operator was too general and un-intuitive, and composing with undefined functions
or values is allowed. With excluding the zero-finding operator, some authors have adopted a restricted version of
integration. For example, M. Campagnolo, C. Moore, and J. Costa [7] used some sort of integration that generates
solutions of differential equations where the solutions and their derivatives are continuous everywhere (no singularities).
The resulting class captures GPAC-computable functions. They then extended this class by adding a k-continuously
differentiable extension of the Heaviside step function. This gives a differentiable way to test inequalities without
introducing discontinuities. They also redefined the integration operator so as to generate functions that are solutions
of quasi-linear differential equations. The new class is a proper extension of GPAC; its functions are actually piecewise
GPAC-computable, closed under iteration, and contain the primitive recursive discrete functions. B. Loff, J. Costa, and
J. Mycka [23] replaced the zero-finding by an infinite limit operator. The resulting class is stratified based on the number
of nested limits required to define a function. Such a hierarchy has been proven to be proper; its first level contains the
discrete primitive recursive functions, the second level contains the partial recursive functions, and the following level
contains the solution to the halting problem. Recently, A. Kawamura [19] tried to redefine MRec exploring several
ways to remove the ambiguities in the original definition, in particular the behavior of the operators on partial functions.
Further work on MRec is mentioned below when discussing the relationships with recursive analysis.

MRec is a very rich class. As a start off it can generate simple arithmetic functions such as multiplication which
can be defined as the solution of the differential equation

f(0, y) = 0

∂xf(x, y) = y
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An important observation about the initial condition of this definition is that, using the composition schema, 0 can
be obtained as the result of multiplying 0 by an undefined value. Trigonometric functions are in MRec, for example,
tanx can be generated by

f(0) = 0

∂xf(x) = f2(x) + 1

Using the µ operator, non-smooth functions are introduced into the class. For example, |x|, which has discontinuous
derivative, can be defined by

|x| , µy(x2 − y2) (3)

It can also generate discontinuous functions such as the Kronecker δ-function which is 0 everywhere except at the origin.

δ(x) , 1 − µy[(x2 + y2)(y − 1)] (4)

One of the interesting and surprising properties of the MRec class is the use of what Moore called the compression
trick which can be used to transform potentially indefinite search over the whole real line into a search over a finite
interval that is guaranteed to eventually have a root at either or both of its boundaries. However, this trick is only
possible when multiplication is defined as given above. This is exemplified as follows.

Example 1. Z ∈ MRec as its characteristic function can be defined by

χ
Z
(x) , δ(sinπx) (5)

Using this we try to show that Q ∈ MRec. The first attempt is as follows

χ̃
Q
(x) , χ

Z
(µy[(1 − δ(y))χ

Z
(y)χ

Z
(xy) − 1]) (6)

If x is rational, then x = i
j

for i, j ∈ Z with j 6= 0. Then y = j would be a root of the expression (1−δ(y))χ
Z
(y)χ

Z
(xy)−

1 and µy[· · · ] returns j. Hence, χ̃
Q

outputs 1 which is the supposed value in this case. Note that the term (1 − δ(y))
is used to exclude the case y = 0 from the search process. However, if x is not rational the search would go on forever
and χ̃

Q
would be undefined. The compression trick can be used to have a total version of the characteristic function as

follows. Consider the function f(x) = tan(x), which maps (−π
2 ,

π
2 ) to (−∞,∞). Consider the following definition

χ
Q
(x) , 1 − δ(

π

2
− µy[((1 − δ(tan y))χ

Z
(tan y)χ

Z
(x tan y) − 1)(

π

2
− y)]) (7)

Again the term (1− δ(tan y)) is used to exclude the case tan y = 0 from the search process, otherwise y = 0 is always
a correct answer whether or not x ∈ Q. If x ∈ Q, then x = i

j
. Then y = tan−1 j with |y| < π

2 will be returned by the

search process and χ
Q

will output 1 in this case. If x 6∈ Q, then the search will continue until y reaches π
2 = tan−1 ∞

which is a root of the µ-expression due to the existence of the factor (π
2 − y) and eventually χ

Q
will output 0.

The trick done in the previous example to limit the search process to within a finite interval can be generalized to
yield the following proposition.

Proposition 1. Every partial function in MRec can be converted into a total function that is also in MRec.

Proof. Assume a function f(x, ȳ) ∈ MRec. Define an operator η as follows:

ηx[f(x, ȳ)] =

{
1 ∃xf(x, ȳ) = 0

0 ow
(8)

MRec is closed under η for it can be simulated by the following expression

1 − δ(
π

2
− µx[f(tanx, ȳ)(

π

2
− x)]) (9)

Hence, any partial function g(ȳ) ∈ MRec defined by µx[f(x, ȳ)] can be converted to a total function defined by
ηx[f(x, ȳ)] ·µx[f(x, ȳ)]. Two subtle points still to be clarified in this latter definition: (1) in case µx[f(x, ȳ)] is undefined
the value of the expression would be 0 as is indicated by the definition of multiplication above and (2) if the value of
the expression is 0, then either f does not have a zero or have a zero at x = 0, these can be distinguished by testing
f(x, ȳ) = 0?.
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So in an obvious sense every function in MRec is total. Moore’s class is actually too powerful, it contains non-
computable discrete functions, the whole of the arithmetical hierarchy, and the whole of the analytical hierarchy.

Based on the minimum number of nested applications of the µ operator necessary to generate MRec functions the
class can be stratified. This induces what is called the µ-hierarchy which is believed to be proper (it is proper in the
discrete recursive case). For example, Q ∈ MRec2\MRec1 [25] (MReci indicates the ith level of this hierarchy). The
total recursive functions over N have extensions in MRec2 and the partial ones have extensions in MRec3. For larger
values of i, MReci contains various levels of the analytical hierarchy but no upper bounds for these classes are known
[5]. The integration schema can also be restricted and stratified for finer investigation of MRec. We will look at that
below when discussing the relationship between Moore’s class and recursive analysis.

To the best of our knowledge there is no well-developed notion of complexity (at least from the physical perspective)
for MRec. This is in contrast with recursive analysis as will be seen below. Note that there are finite number of basic
functions in MRec and the operations are finitary, hence MRec is a countable class. So actually most real functions
are uncomputable even with respect to this powerful notion of recursiveness.

3 Recursive Analysis as an Approach to Real Computation

Recursive analysis was introduced by A. Turing [34], A. Grzegorczyk [17], and D. Lacombe [21]. The machine associated
with this model of computation is essentially an extension of the traditionally known Turing machine that computes
functions over N. Like Moore’s notion of real computation, recursive analysis is an offspring of classical computability
theory. However, it takes more direct and realistic approach by appealing to the notion of mechanism and hence physical
realizability.

3.1 Representation of R

In order to perform a mechanical computation over the real numbers we must first have a representation of such numbers.
Almost all real numbers are infinite objects, whereas Turing machines are inherently discrete structures, so machines
can only have indirect access to real numbers through successively accurate finite approximations. Given x ∈ R, there
are several representations of x that can provide such approximations, among which are the following.

1. Binary expansion: x is represented by a function ψx : N∪ {−1} → N ∪ {−1}, where ψx(−1) ∈ {−1, 1}, ψx(0) ∈ N,
and ψx(k) ∈ {0, 1} for every k ≥ 1. Then

x = ψx(−1) ·



ψx(0) +
∑

k≥1

ψx(k) · 2−k



 (10)

2. Left cut: x is represented by the set Lx = {r ∈ Q : r < x}.

3. Cauchy sequence: x is represented by a function ϕx : N → Q, such that {ϕx(n)} x.

It should be noted that all representations induce the same computability concept, that is, they give the same class
of computable real numbers. Examples of such numbers include the rationals, algebraic numbers such as

√
2, and

transcendental numbers such as π and e. However, on the sub-computable and complexity-theoretic levels they induce
different classes. For the remaining part of this article the Cauchy representation. However, two refinements are added
that are in accordance with using binary alphabet for encoding numbers.

1. Instead of Q, the codomain of ϕx will be the set of dyadic rationals D = { a
2b : a ∈ Z, b ∈ N}. These are the rational

numbers with finite binary encoding.

2. ϕx has a binary convergence rate, that is for every n ∈ N,

|x− ϕx(n)| ≤ 2−n (11)

For any x ∈ R let CFx denote the set of Cauchy functions for x that satisfy the above conditions.
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3.2 Computability and complexity of real numbers

Assuming the Cauchy representation, real numbers are then first order objects. Hence, the notions of computability
and complexity over N can be naturally applied to real numbers.

Definition 2 (Computability of real numbers). Let x ∈ R. We say that x is computable if CFx contains a computable
Cauchy function for x. Here computability is taken in the traditional discrete sense since the domain and codomain of
Cauchy functions are sets of objects with finite representation.

The set of computable real numbers is countable. It can easily be shown that this class forms a real closed field.

Example 2. This shows how to compute
√

2. Define a function g : N → N by g(n) = k, where k is the least number
satisfying

k2 ≤ 22n+1 ≤ (k + 1)2

Define the following function ϕ√
2
: N → D

ϕ√
2
(n) = g(n)2−n (12)

Then

(ϕ√
2
(n))2 = k22−2n ≤ 22n+12−2n ≤ (k + 1)22−2n

k22−2n ≤ 2 ≤ (k + 1)22−2n

k2−n ≤
√

2 ≤ (k + 1)2−n

Hence
√

2 lies in the interval [k2−n, (k + 1)2−n]. This interval has length 2−n, hence ϕ√
2

is a Cauchy sequence for
√

2.

Next the complexity notion over R is defined which is again not very different from the corresponding notion over N.

Definition 3 (Complexity of real numbers). Let x ∈ R and let C be a complexity class of N-functions. We say that x is
computable in time bounded by C or has time complexity C if CFx contains a Cauchy function whose computation time
is bounded by C.

As mentioned above different representations of R may not induce the same complexity concept (with the Cauchy
representation giving the largest classes [37, 36]). In particular we have the following.

Theorem 1 (Theorem 2.8 in [20]). Let PX denote the class of real numbers that are computable in polynomial time
assuming representation X . Then

PLC = PBE ( PCF (13)

3.3 Computability and complexity of real functions

In this subsection we discuss the more interesting notion of computation of R-functions. For simplicity we only consider
scalar real valued functions f : D ⊆ Rk → R. From the above discussion it is clear that R-functions are higher-order
objects, hence we need a higher order Turing machine to model their computation. The idea is that a real function is
computable by a Turing machine if it can be approximated to the appropriate precision given approximations to the
inputs of the function [10]. The following gives a more formal definition, for the sake of simplicity we restrict to functions
over compact domains.

Definition 4 (Recursive analysis-1). Assume a function f : D ⊆ Rk → R, where D is compact. We say that f

is computable if there exists a function-oracle Turing machine M
()

such that for every (x1, . . . , xk) ∈ D, for every
ϕ1 ∈ CFx1 , . . . , ϕk ∈ CFxk

, and for every n ∈ N, the following holds:

|Mϕ1,...,ϕk
(n) − f(x1, . . . , xk)| ≤ 2−n (14)

For inputs outside the domain of the function, the behavior of M
()

is undefined.

Using proper encodings of of the dyadic rationals, Cauchy functions can be viewed as having codomain N. Hence,
oracle machines can be considered as Type-2 functionals over N. This gives rise to the following equivalent machine-free
definition of recursive analysis.

Definition 5 (Recursive analysis-2). Assume a function f : D ⊆ Rk → R, where D is compact. We say that f is
computable if there exists a recursive functional F : (NN)k × N → N that satisfies the following: for all x1, . . . , xk ∈ R

and for all ϕ1, . . . , ϕk ∈ NN, if {〈ϕ1(n), . . . , ϕk(n)〉}n  〈x1, . . . , xk〉, then {F (ϕ1, . . . , ϕk, n)}n  f(x1, . . . , xk).
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Based on the computability power of the functional F , the class of computable real functions can be stratified. Let
E(R) denote the set of elementary computable real functions over compact domains. So in terms of Definition 4, a

function f belongs to E(R) if it can be computed by an oracle Turing machine M
()

whose time bound is elementary, that

is the computation time of M
()

is bounded by λx.2[j](x). Likewise, let PR(R) denote the class of primitive recursive
real functions, and Rec(R) denote the class of recursive real functions.

A derived notion of continuity that plays an essential role in the investigation of real computation is the modulus of
continuity.

Definition 6 (Modulus of continuity). Assume a function f : D ⊆ Rk → R such that D is compact. We say that f has
a modulus of continuity if there exists a monotonically increasing function m : N → N such that for all x̄, ȳ ∈ D and for
all n ∈ N: if ‖x̄− ȳ‖ ≤ 2−m(n), then |f(x̄) − f(ȳ)| ≤ 2−n.

The modulus of continuity is a precise algebraic way to measure the smoothness of a function and is very strongly
related to computability over R as indicated by the two following theorems.

Theorem 2 (Characterization of computable real functions over compact domains). Assume a function f : D ⊆ Rk → R

such that D is compact. Then f is computable if and only if there exist two computable functions m and ψ such that

1. m : N → N is a modulus of continuity for f ,

2. ψ : D∩Dk×N → D is an approximation function for f , that is for all d̄ ∈ D∩Dk and all n ∈ N, |ψ(d̄, n)−f(d̄)| ≤ 2−n.

Proof. For simplicity assume f is unary. Assume f has computable functions m and ψ. Let M
()

be a function-oracle
Turing machine. Assume x ∈ D, and let ϕx ∈ CFx. Assume n ∈ N, then M

ϕx
(n) can be programmed to do the

following:

1. M
ϕx

computes m(n+ 1) and writes it on the oracle tape,

2. the oracle responds with d = ϕx(m(n+ 1)),

3. M
ϕx

computes and outputs e = ψ(d, n+ 1).

Then

|e− f(x)| ≤ |e− f(d)| + |f(d) − f(x)|
≤ 2−(n+1) + |f(d) − f(x)|, by definition of ψ

≤ 2−(n+1) + 2−(n+1), definition of m and |d− x| ≤ 2−m(n+1)

≤ 2−n

Hence, M
()

computes f . Proof in the other direction is a little bit more complex and depends on using the Heine-Borel
Theorem to have a finite covering of all bounded neighborhoods of the points in D. The interested reader can refer to
the proof of Theorem 2.13 in [20].

It is evident from the last proof that the modulus of continuity can be used in two interrelated aspects: (1) it gives

machine M
()

a way to access the real input x by asking the oracle the proper questions and (2) it gives an estimate
of how good the approximating value f(d) is to the desired value f(x) and consequently an estimate of how good the
computed approximation M

ϕx

(n) is to the desired value f(x). The second theorem that relates real computability to
continuity is the following.

Theorem 3. Assume f : D ⊆ Rk → R. If f is computable, then f must be continuous.

Turing machines are finite objects, hence the class of computable functions in the sense of recursive analysis, Rec(R),
is countable. In some sense this class is much smaller than Moore’s. However, it is much more amenable to physical
realization.

There have been much work done investigating the complexity-theoretic properties of computable R-functions in
the context of recursive analysis. There are subtle issues here as compared with the complexity of N-functions. As is
typical in discrete complexity theory, time and space complexity measures are calculated in terms of the length of the
binary encoding of the input. However, for the computation model introduced in Definition 4 complexity measures make
sense only if calculated in terms of the unary representation of the machine input n. This is justified by the fact that n
actually represents the required precision of the approximating algorithm so it is in a sense a lower bound on the length
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of the output that will be produced by the machine. Another subtle issue is whether the space used on the oracle tape
be accounted for when calculating the space complexity of the machine. As far as we know the general consensus is that
such space should not be counted because this is where an approximation to the actual relevant real input is written so
in a strong sense this is the space taken by the input itself.

Polynomial time computability is the most investigated complexity-theoretic notion for real functions over compact
domains.

Definition 7. (Polynomial time computability) Assume a function f : D ⊆ Rk → R, where D is compact. We say that

f is polynomial time computable if there exists a time-bounded function-oracle Turing machine M
()

that computes f

in the sense of Definition 4. Furthermore, the computation time of M
()

(n) is bounded by p(n) for some polynomial
function p.

Similar to Theorem 2, polynomial time computability can be characterized in an algebraic way as indicated in the
following theorem.

Theorem 4 (Characterization of poly-time computable real functions over compact domains). Assume a function
f : D ⊆ Rk → R such that D is compact. Then f is polynomial time computable if and only if there exist two functions
m and ψ such that

1. m : N → N, is a polynomial function and is a modulus of continuity for f ,

2. ψ(d̄, n) is an approximation function for f , its computation time is bounded by p(|d̄|, n) for some polynomial
function p.

As far as we know there has not been so much progress in the complexity-theoretic investigation of arbitrary real
functions (as compared with computability, for example). Some research has been done that investigate open problems
in classical complexity in the context of real computation. For example, Mycka and Costa [26] propose two classes of real
computable functions such that their inequality implies P 6= NP . More generally, a part of Costa and Mycka’s program
[27, 28] is to use recursion theory on the reals to establish connections between classical discrete computability/complexity
and mathematical analysis [29].

4 Tieing MRec with Rec(R) through Function Algebras

In this section MRec is weakened in such a way that makes it feasible to compare with recursive analysis and classical
recursion theory. First, the unphysical µ-operator is excluded. Then the integration operator is restricted as follows.

Definition 8. (Linear integration) Let LI be the operator that takes three real functions g,h, and r and generates a
new function f = LI(g, h, r) such that f is the maximal solution (over maximal domain that includes 0) of the linear
partial differential equation

f(0, ȳ) = g(ȳ)

∂xf(x, ȳ) = h(x, ȳ)f(x, ȳ) + r(x, ȳ)

Notice that such a system has always a unique solution.

Definition 9. (Elementary computable functions over N) Let E denote the class of elementary time computable discrete
functions, that is, the class of functions whose computation times are bounded by a fixed iteration of the exponential
function. It can be characterized by the following function algebra (introduced by Kalmár [18]).

E ≡ [0, s,⊖, U ;Comp,BSum,BProd] (15)

where s is the successor function and x⊖y = max{x−y, 0} is the cutoff subtraction. BSum is the bounded sum operator,
it takes a function g : N × Nk → N and generates a function f : N × Nk → N such that

f(x, ȳ) =

x∑

z=0

g(z, ȳ)

BProd is the bounded product operator and is defined similarly.
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The class E coincides with the third level of the Grzegorczyk hierarchy which is a proper hierarchy of sub-primitive
recursive functions whose limit is the primitive recursive class itself [16, 11]. From the programmer’s perspective at most
two nested FOR-NEXT loops are required to compute a function of class E [4], hence it is not closed under iteration.

In analogy with the function algebra capturing E , Campagnolo, Moore, and Costa proposed following class of real
functions [6, 8, 5].

Definition 10. Define the following function algebra

L , [0, 1,−1, π, U, θ3;Comp,LI] (16)

where θ3 is defined as follows

θ3(x) =

{
x3 x ≥ 0

0 ow
(17)

θ3 is a smooth extension of the Heaviside function; it gives a differentiable way to sense inequalities without introducing
discontinuities.

It can be easily seen that all functions in L are C2 (two-times continuously differentiable). Here are some examples.

Example 3.

1. f(x) = ex: it is the solution of the linear differential equation

f(0) = 1

f ′ = f

2. Fixed iteration of exponentiation, fj(x) = f [j](x): obtained by composing f j times with itself.

3. The trigonometric functions sinx and cosx which are solutions to the following system of linear differential
equations

h1(0) = 0, h2(0) = 1

h′1 = h2, h′2 = −h1

Let dp(L) = {f : Nk → N : ∃f̃ ∈ L such that f̃ ↾ Nk = f}. That is dp(L) is the subclass of functions in L that
preserve N. Remember that E(R) denotes the class of elementary computable real functions. L is partially related to
this class as indicated by the following proposition.

Proposition 2 ([8, 5]). L ( E(R)

Hence L is too weak to capture the whole of E(R). However, any function in E(R) can be approximated inside L
within any arbitrary small error [10]. So in a natural sense L is dense in E(R) and what is missing of L is just the ability
to reach the limits as will be seen in the next subsection. For now L can be related exactly to the discrete setting as
indicated by the following theorem.

Theorem 5 ([8, 10]). dp(L) = E

Proof. The proof of E ⊆ dp(L) can be done by induction on the construction tree of functions in E using the operations
of L at each step. For the other direction dp(L) ⊆ E the proof given in [8] applies induction on the construction tree
of functions in L. However, instead of the intuitive appeal of using the operations of the function algebra E at each
step the fact that L is elementarily computable is used to build Turing machines that would output appropriately close
approximations. The tricky part here is that given a function f ∈ L that preserves N, it is not necessary that the
functions used to construct f also preserve N. Another proof for this latter direction is given in [10] which is purely
algebraic. It uses a notion of interpreting a function algebra into another through an approximation relation. Using a
function algebra over Q as an intermediary L can be interpreted inside E within a close enough approximation and the
theorem follows almost immediately.
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4.1 Enriching L
From the computability perspective L provided a cornerstone of research that on one hand investigates the relationships
among different models of continuous computation and on the other hand investigates the relationships of these models
to the discrete setting. On the finer complexity level though L might be too strong for such an investigation. In this
subsection we will enrich L with different operators and see the effect on the computability power of the resulting classes.

Definition 11. (Limit schema [3, 4]) Assume a function g : R × D → R such that D ⊆ Rk is a product of compact
intervals. Assume g satisfies the following:

1. g is continuously differentiable,

2. there exist two functions α : D → R≥0 and β : D → R>0 such that for all x with |x| ≥ ‖ȳ‖, the following holds

|∂xg(x, ȳ)| ≤ α(ȳ)e−xβ(ȳ) (18)

This means that for any fixed ȳ, the function g
ȳ
(x) = g(x, ȳ) is bounded. Hence, the limx→∞ g

ȳ
(x) <∞.

Define a new function f = Lim(g, α, β) : D → R as follows

f(ȳ) = lim
x→∞

g(x, ȳ) (19)

Definition 12. Extend the function algebra L:

L̃ , [0, 1,−1, U, θ3;Comp,LI, Lim] (20)

L̃ is a proper extension of L as indicated by the following lemma.

Lemma 1. L ( L̃

Proof. Consider the function f : x 7→ 1
x
. f can not be generated as the solution of a linear differential equation, hence

f 6∈ L. It can be generated in L̃ as follows. Consider the following linear differential equation.

g(0, y) = 1

∂xg(x, y) = −yg(x, y) + 1

Solving this results in g(x, y) = 1−e−xy

y
. To obtain f in L̃ apply the limit schema

f(y) = lim
x→∞

g(x, y) = lim
x→∞

1 − e−xy

y
=

1

y
(21)

Hence, f ∈ L̃. Next we show that π ∈ L̃. Using addition, multiplication, and composition the function x 7→ 1
1+x2 is

in L̃. By the following linear differential equation

h(0) = 0

∂xh(x) =
1

1 + x2

arctan(x) ∈ L̃. Then π = 4 arctan(1), hence π can be generated inside L̃. This completes the proof.

Theorem 6. (Characterization of E(R) [3]) Assume a function f : D → R such that D is the product of compact

intervals with rational endpoints and f ∈ C2. Then f ∈ E(R) if and only if f ∈ L̃.

The restriction to C2 functions in the previous theorem is removed in the work of Campagnolo and Ojakian [10]
using their developed techniques of approximation and lifting.

Another extension of L can be obtained by adding a restricted physically computable version of the µ-operator.

Definition 13. (Computable µ-operator [4]) Assume a function g : I × D → R where I × D ⊆ R × Rk is a product of
closed intervals. Assume g satisfies the following conditions:

1. g is differentiable,
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2. g(x, ȳ) is non-decreasing over I,

3. g(x, ȳ) has a unique root x∗ in the interior of I,

4. ∂xg(x, ȳ)|x∗ > 0.

Define a new function f : D → R as follows
f(ȳ) =!µx[g(x, ȳ)] = x∗ (22)

Lemma 2. ([35]) If the function g in Definition 13 is computable (in the sense of recursive analysis), then f =!µ[g] is
computable.

Definition 14. Extend the function algebra L:

L̂ , [0, 1, U, θ3;Comp,LI, !µ] (23)

This new function algebra is a proper extension of L as indicated by the following lemma.

Lemma 3. L ( L̂

Proof. The constant −1 can be generated by !µx[x + 1]. π can be generated as follows. First, generate the function
g : x 7→ 1

1+x2 by g(x) =!µy[y(1+x2)−1]. Then, generate arctan(x) as the integration of g(x). Finally, π = 4 arctan(1).

Furthermore, L̂ is computable. By its very definition the functions generated by !µ are total. It is obvious that this
operator is computable using any root finding algorithm such as the bisection method.

Assume a total recursive function f : Nk → N. It is known from classical recursion theory [18, 32] that there exist
two elementary functions g, h ∈ E such that: (1) g : N → N, (2) h : N × Nk → N, (3) for every ȳ ∈ Nk, there exists at
least one x ∈ N such that h(x, ȳ) = 0, and (4) f can be defined as g◦!µx[h]. By theorem 5, these functions g and h have
real extensions g̃, h̃ ∈ L̂. Then the minimalization operator of this latter algebra can be applied, along with composition,
over slightly modified variants of g̃ and h̃ to simulate the discrete case and thus obtaining a function f̃ ∈ L̂ such that
f̃ ↾ Nk = f . This shows that any total recursive N-function has an extension in L̂. The converse can similarly by proven
observing that L exactly captures the discrete elementary class. Hence we have the following.

Theorem 7. ([4]) Assume a function f : Nk → N. Then f is total recursive if and only if f ∈ dp(L̂).

It is an open question how far L̂ goes beyond L with respect to computable analysis. Another interesting question
would be whether !µ can be replaced by a more natural intuitive operation derived from the mathematical analysis
repository. It seems that generally to reach computable analysis the limit operator is necessary so by combining the
above schemas together we obtain the following function algebra that is able to capture a restricted subclass of the
whole set of computable analysis functions.

Definition 15. Define the function algebra

L∗

, [0, 1, U, θ3;Comp,LI, Lim, !µ] (24)

From the above discussion, in particular Theorem 7 and the observation about the necessity of the limit operator to
complete any discrete class to the corresponding computable analysis one, L∗

can characterize computable analysis as
follows.

Theorem 8. ([4]) Let f be a C2 function defined over a compact domain, then f ∈ L∗

if and only if f ∈ Rec(R).

The use of minimalization was just an explicit imitation of the corresponding operator over the natural numbers,
however, it does not seem very natural when applied to real computation, especially from the perspective of the math-
ematical analysis community. M. Campagnolo and K. Ojakian have excluded minimalization by strengthening the
integration operator by removing the linearity restriction [9].

Definition 16 (Ordinary Differential Equation operator). Assume a sequence of functions g1(ȳ), . . . , gm(ȳ) and a
sequence of functions h1(x, ȳ, z̄), . . . , hm(x, ȳ, z̄). The functions ḡ and h̄ may be partial. Consider the following initial
value problem:
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f1(0, ȳ) = g1(ȳ)

...

fm(0, ȳ) = gm(ȳ)

∂xf1(x, ȳ) = h1(x, ȳ, f1, . . . , fm)

...

∂xfm(x, ȳ) = hm(x, ȳ, f1, . . . , fm)

(25)

Then given ȳ, either f̄(x, ȳ) is not defined anywhere, or is defined over a maximal open interval containing 0. Let
ODE denote the operator that takes ḡ and h̄ and returns f1 = ODE(ḡ, h̄) which is the first component of the solution
to the above initial value problem.

With this new operator define the following stronger variation of L.

Definition 17. Define the function algebra:

D = [0, 1,−1, U, θ3;Comp,ODE,Lim] (26)

Assume an operator that takes one function argument and generates its inverse. This latter operator was used by
Campagnolo and Ojakian as an intermediary between unique minimalization and ordinary differential equations (along
with Theorem 8) to give a differential recursion characterization of computable analysis over compact domains.

Theorem 9 ([9]). Let f be a C2 function defined over a compact domain, then f ∈ D if and only if f ∈ Rec(R).

To the best of our knowledge this is so far the best that has been done in algebraically characterizing computable
analysis functions. Several research directions need to be pursued.

1. Removing the restriction of C2 functions. There are simple computable analysis functions such as |x| which are
not even C1.

2. Characterizing real functions over arbitrary domains. This requires first a well-defined notion of a partial real
function. Take for example the function f : ⊆ R → R that maps x to 1

x
. Then f is partial with domain R\{0},

which has two connected components: (−∞, 0) and (0,∞). Note that f is continuous on both components and
hence does not violate the continuity condition necessary for computable analysis and is therefore computable in
that context. Operators such as composition, integration, and juxtaposition (forming of vector functions from
scalar ones), should then be carefully defined over partial functions.

3. Given the existence of the limit operator, it might be possible to simplify the function algebras by removing θ3
from the set of basic functions.

5 Conclusion

In this article we have surveyed two approaches to real computation: computable analysis and Moore’s R-recursion
theory, and how they interrelate through the use of function algebras. Generally, the idea of using function alge-
bras to characterize different subclasses of computable analysis functions has been inspired both by the corresponding
characterizations of discrete computability classes and the introduction of Moore’s R-recursion theory. Algebraic char-
acterizations have provided useful tools to: (1) get a deeper understanding of the power of real computation, (2)
give machine-independent characterizations of real computability that is more natural and intuitive than the machine
viewpoint; this is specially appealing to the mathematical analysis and numerical analysis communities, (3) construct
a mathematical framework within which a unified theory of continuous computation can be developed, and (4) view
discrete computability from a different perspective, for example Mycka and Costa [26] proposed two classes of real
computable functions such that their inequality implies P 6= NP .

Still much need to be done regarding the algebraic characterization of the sub-elementary, in particular the lower
complexity-theoretic, classes of computable analysis. In general we are still missing a deep understanding of the complex-
ity of computable analysis (especially over arbitrary non-compact domains), for example there is not a unified definition
of the space complexity of real functions.
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Also we are even still lacking a definition of real computation over arbitrary domains. For example, what happens
when the domain has several connected components? What about the computational nature of the boundaries of these
components? What happens when the number of these components is finite, countable, and uncountable? What about
the computational properties of the derivatives and integrations of such functions?

References

[1] V. Blondel and J. Tsitsiklis. A Survey of Computational Complexity Results in Systems and Control. Automatica,
36(9):1249–1274, 2000.

[2] O. Bournez, M. Campagnolo, D. Graça, and E. Hainry. Polynomial Differential Equations Compute All Real
Computable Functions on Computable Compact Intervals. Journal of Complexity, 23(3):317–335, 2007.

[3] O. Bournez and E. Hainry. An Analog Characterization of Elementarily Computable Functions Over the Real
Numbers. In 2nd APPSEM II Workshop (APPSEM’04), Tallinn, Estonia, 2004.

[4] O. Bournez and E. Hainry. Recursive Analysis Characterized as a Class of Real Recursive Functions. Fundamenta
Informaticae, 74(4):409–433, 2006.

[5] M. Campagnolo. Computational Complexity of Real Valued Recursive Functions and Analog Circuits. PhD thesis,
Instituto Superior Técnico, 2001.
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