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Abstract

Schaefer’s theorem is a complexity classification result for so-called Boolean con-
straint satisfaction problems: it states that every Boolean constraint satisfaction prob-
lem is either contained in one out of six classes and can be solved in polynomial time,
or is NP-complete.

We present an analog of this dichotomy result for the first-order logic of graphs
instead of Boolean logic. In this generalization of Schaefer’s result, the input consists
of a set W of variables and a conjunction ® of statements (“constraints”) about these
variables in the language of graphs, where each statement is taken from a fixed finite
set U of allowed formulas; the question is whether ® is satisfiable in a graph.

We prove that either U is contained in one out of 17 classes of graph formulas
and the corresponding problem can be solved in polynomial time, or the problem is
NP-complete. This is achieved by a universal-algebraic approach, which in turn allows
us to use structural Ramsey theory. To apply the universal-algebraic approach, we
formulate the computational problems under consideration as constraint satisfaction
problems (CSPs) whose templates are first-order definable in the countably infinite
random graph. Our method to then classify the computational complexity of those
CSPs produces many statements of independent mathematical interest.



1 Motivation and the result

In an influential paper in 1978, Schaefer [22] proved a complexity classification for system-
atic restrictions of the Boolean satisfiability problem. The way how he restricts the Boolean
satisfiability problem turned out to be very fruitful when restricting other computational
problems in theoretical computer science, and can be presented as follows.

Let W = {41,...,1,} be a finite set of propositional (Boolean) formulas.

Boolean-SAT(V)

INSTANCE: Given a finite set of variables W and a propositional formula of the form
D = ¢y A -+ A ¢ where each ¢; for 1 < i <[ is obtained from one of the formulas ¢ in ¥
by substituting the variables of ¢ by variables from W.

QUESTION: Is there a satisfying Boolean assignment to the variables of W (equivalently,
those of ®)?

The computational complexity of this problem clearly depends on the set W, and grows
with the size of W. Schaefer’s theorem states that Boolean-SAT (W) can be solved in polyno-
mial time if and only if ¥ is a subset of one of six sets of Boolean formulas (called 0-valid, 1-
valid, Horn, dual-Horn, affine, and bijunctive), and is NP-complete otherwise. We remark
that Schaefer’s theorem is usually formulated as a classification result of Boolean constraint
satisfaction problems, but the formulation given above is easily seen to be equivalent.

We prove a similar classification result, but for the first-order logic of graphs instead
for propositional logic. More precisely, let E be a relation symbol which denotes an antire-
flexive and symmetric binary relation and hence stands for the edge relation of a (simple,
undirected) graph. We consider formulas that are constructed from atomic formulas of
the form F(z,y) and z = y by the usual boolean connectives (negation, conjunction, dis-
junction), and call formulas of this form graph formulas. A graph formula ®(z1,...,2m)
is satisfiable if there exists a graph H and an m-tuple a of elements in H such that ®(a)
holds in H. Let ¥ = {#1,...,1,} be a finite set of graph formulas. Then ¥ gives rise to
the following computational problem.

Graph-SAT (V)

INSTANCE: Given a set of variables W and a graph formula of the form ® = ¢; A--- A ¢y
where each ¢; for 1 < i <[ is obtained from one of the formulas ¢ in ¥ by substituting
the variables from ) by variables from W.

QUESTION: Is ® satisfiable?

As an example, let W be the set that just contains the formula
(E(z,y) A —E(y,z) A —E(z, 2))

V (—E(z,y) N E(y, 2) A ~E(x, 2)) (1)
V (mE(z,y) N—E(y,2) N E(z,2)) .



Then Graph-SAT(¥) is the problem of deciding whether there exists a graph such that
certain prescribed subsets of its vertex set of cardinality at most three induce subgraphs
with exactly one edge. This problem is NP-complete (the curious reader can check this
by means of our classification in Theorem 16). There are also many interesting tractable
Graph-SAT problems, for instance when ¥ consists of the formulas x # y V y = z and

(E(z,y) A ~E(y,z) A ~E(z, 2))
V (mE(z,y) A E(y,z) A—E(z,2)) (2)
V (~E(z,y) AN ~E(y,z) A E(z,2))
v (

E(z,y) N E(y,z) N E(z,2)) .

It is obvious that the problem Graph-SAT (W) is for all ¥ contained in NP. The goal of
this paper is to prove the following dichotomy result.

Theorem 1. For all ¥, the problem Graph-SAT (V) is either NP-complete or in P.

One of the main contributions of the paper is the general method of combining concepts
from universal algebra and model theory, which allows us to use deep results from Ramsey
theory to obtain the classification result.

2 Discussion of our strategy

We establish our result by translating Graph-SAT problems into constraint satisfaction
problems (CSPs) with infinite domains. More specifically, for every set of formulas ¥ we
present a relational structure I'y such that Graph-SAT(¥) is equivalent to CSP(I'y) (in a
certain sense, Graph-SAT (V) and CSP(I'y) are one and the same problem). The relational
structure I'y has a first-order definition in the random graph G, i.e., the (up to isomorphism)
unique countably infinite universal homogeneous graph. This perspective allows us to use
the so-called universal-algebraic approach, and in particular polymorphisms to classify the
computational complexity of Graph-SAT problems. In contrast to the universal-algebraic
approach for finite domain constraint satisfaction, our proof relies crucially on strong re-
sults from structural Ramsey theory; we use such results to find regular patterns in the
behavior of polymorphisms of structures on G, which in turn allows us to find analogies
with polymorphisms of structures on Boolean domains.

We call structures with a first-order definition in G reducts of G. While the standard
definition of a reduct of a relational structure A is a structure on the same domain obtained
by forgetting some relations of A, a reduct of A in our sense is really a reduct of the
expansion of A by all first-order definable relations. It turns out that there is one class
of reducts I' for which CSP(T") is in P for trivial reasons; further, there are 16 classes of
reducts I' for which CSP(I") (and the corresponding Graph-SAT problems) can be solved
by non-trivial algorithms in polynomial time.



The presented algorithms are novel combinations of infinite domain constraint satisfac-
tion techniques (such as used in [3,7,16]) and reductions to the tractable cases of Schaefer’s
theorem. Reductions of infinite domain CSPs in artificial intelligence (e.g., in temporal and
spatial reasoning [17]) to finite domain CSPs (where typically the domain consists of the
elements of a so-called ‘relation algebra’) have been considered in the more applied arti-
ficial intelligence literature [27]. Our results shed some light on the question when such
techniques can even lead to polynomial-time algorithms for CSPs.

The global classification strategy of the present paper is similar in spirit to the one from
a recent result in [6] on CSPs of structures which are first-order definable in (Q; <). But
while in [6] the proof might still have appeared to be very specific to constraint satisfaction
over linear orders, with the present paper we demonstrate that in principle such a strategy
can be used for any class of computational problems C that satisfies the following:

e all problems in C can be formulated as a CSP of a structure which is first-order
definable in a single w-categorical structure I';

e the class of finite substructures of I' has the Ramsey property (as in [20]).

While in [6], the classical theorem of Ramsey and its product version were sufficient, the
Ramsey theorems used in the present paper are deeper and considerably more difficult to
prove [1,21].

The random graph G belongs (together with (Q; <)) to one of the most fundamental
w-categorical structures, and is an important structure in model theory that appears also
in many other areas of mathematics (see [13]). In contrast to CSPs of structures definable
in (Q; <), where there is a lot of dependence between the possible values in a solution, the
CSPs of reducts of G illuminate different phenomena in constraint satisfaction (e.g., for
all tractable classes the inequality relation # is 1-independent from the other constraints,
in the terminology of [16]), and the polynomial-time tractable cases are characterized by
polymorphisms that behave canonically in a Ramsey-theoretic sense.

3 Tools from universal algebra and model theory

In this section we develop in detail the tools from universal algebra and model theory needed
for our approach. We start by translating the problem Graph-SAT (V) into a constraint
satisfaction problem for a reduct of G.

We denote the random graph by G = (V; E). The graph G is determined up to iso-
morphism by the two properties of being homogeneous (i.e., any isomorphism between two
finite induced subgraphs of G can be extended to an automorphism of G), and universal
(i.e., G contains all countable graphs as induced subgraphs). It is also the up to isomor-
phism unique countable graph that satisfies the extension property, which will be useful
throughout the paper: For all disjoint finite U, U’ C V there exists v € V such that v is
in G adjacent to all members of U and to none in U’. For the many other remarkable



properties of G and its automorphism group Aut(G), and various connections to many
branches of mathematics, see e.g. [13,14].

Let I' be a structure with a finite relational signature 7. A first-order 7-formula is called
primitive positive if it is of the form Jzy, ..., x,. Y1 A+ - Ay, where the ¢; are atomic, i.e.,
of the form y; = y2 or R(y1,...,yx), where R € T a k-ary relation symbol and the y; are
not necessarily distinct. A 7-formula is called a sentence if it contains no free variables.

Definition 2. The constraint satisfaction problem for I, denoted by CSP(T"), is the com-
putational problem of deciding for a given primitive positive T-sentence ® whether ® is true
mn T,

Let U = {¢1,...,¢y} be a set of graph formulas. Then we define I'y to be the structure
with the same domain V' as the random graph G which has for each v; a relation R;
consisting of those tuples in G that satisfy 1); (where the arity of R; is given by the number
of variables that occur in ;). Thus by definition, I'g is a reduct of G. Now given any
instance ® = ¢1 A - -+ A ¢y with variable set W of Graph-SAT(¥), we construct a primitive
positive sentence ®’ in the language of I'y as follows: In ®, we replace every ¢;, which
by definition is of the form ;(y1,...,ym) for some 1 < j < m and variables y;, from W,
by R;(y1,-..,ym); after that, we existentially quantify all variables that occur in ®'. It is
then easy to see that the problem Graph-SAT(W¥) has a positive answer for ® if and only
if the sentence @' holds in I'y. Hence, every problem Graph-SAT(¥) is in fact of the form
CSP(I'), for a reduct I' of G in a finite signature. We will thus henceforth focus on such
constraint satisfaction problems in order to prove our dichotomy.

The following lemma has been first stated in [19] for finite structures I" only, but the
proof there also works for arbitrary infinite structures. It shows us how we can slightly
enrich structures without changing the computational complexity of the constraint satis-
faction problem they define too much.

Lemma 3. Let I' = (D;Ry,...,R;) be a relational structure, and let R be a relation
that has a primitive positive definition in I'. Then CSP(I") and CSP(D; R, R1,...,R;) are
polynomial-time equivalent.

The preceding lemma makes the so-called universal-algebraic approach to constraint
satisfaction possible, as exposed in the following. We say that a k-ary function (also called
operation) f : DF — D preserves an m-ary relation R C D™ iff for all ¢,...,t;, € R the
tuple f(t1,...,tx) (calculated componentwise) is also contained in R. If an operation f
does not preserve a relation R, we say that f violates R. If f preserves all relations of a
structure I', we say that f is a polymorphism of T" (it is also common to say that I' is closed
under f). A unary polymorphism of T" is also called an endomorphism of T'.

The set of all polymorphisms Pol(I') of a relational structure I'" forms an algebraic
object called a clone [24], which is a set of operations defined on a set D that is closed
under composition and that contains all projections. Moreover, Pol(I") is also closed un-
der interpolation (see Proposition 1.6 in [24]): we say that a k-ary operation f on D is



interpolated by a set of k-ary operations F on D if for every finite subset A of D* there is
some operation g € F' such that g agrees with f on A. We say that F' locally generates an
operation g if g is in the smallest clone that is closed under interpolation and contains all
operations in F. Clones with the property that they contain all functions locally generated
by their members are called locally closed, local or just closed.

We thus have that to every structure I', we can assign the closed clone Pol(I") of
its polymorphisms. For certain I', this clone captures the computational complexity of
CSP(I'): A countable structure I' is called w-categorical if every countable model of the
first-order theory of I' is isomorphic to I'. It is well-known that the random graph G is
w-categorical, and that reducts of w-categorical structures are w-categorical as well.

Theorem 4 (from [8]). Let ' be an w-categorical structure. Then the relations preserved
by the polymorphisms of I' are precisely those having a primitive positive definition in I.

Clearly, the theorem implies that if two w-categorical structures with finite relational
signatures have the same clone of polymorphisms, then their CSPs are polynomial-time
equivalent. Recall that we have only defined CSP(T") for structures I with a finite relational
signature. But we now see that it makes sense (and here we follow conventions from
finite domain constraint satisfaction, see e.g. [12]) to say that CSP(I") is (polynomial-time)
tractable if the CSP for every finite signature structure A with the same polymorphism
clone as I' is in P, and to say that CSP(I") is NP-hard if there is a finite signature structure
A with the same polymorphism clone as I' whose CSP is NP-hard.

The following proposition is the analog to Theorem 4 on the “operational side”.

Proposition 5 (Corollary 1.9 in [24]). Let F be a set of functions on a domain D, and
let g be a function on D. Then F locally generates g if and only if g preserves all relations
that are preserved by all operations in F'.

For some reducts, we will find that their CSP is equivalent to a CSP of a structure that
has already been studied, by means of the following basic observation.

Proposition 6. LetI', A be homomorphically equivalent, i.e., they have the same signature
and there are homomorphisms f : T'— A and g : A — T'. Then CSP(I") = CSP(A).

The following general lemma allows to restrict the arity of functions violating a relation.
For a structure I' with domain D and a tuple t € DF, the orbit of t in T is the set
{a(t) | a € Aut(I")}.

Lemma 7 (From [6]). Let I' be a relational structure with domain D, and suppose that
R C D consists of m orbits of k-tuples in I'. Suppose that an operation f on D wiolates
R. Then {f} U Aut(I') locally generates an at most m-ary operation that violates R.

In the following two sections, we outline the main ideas of the proof of our theorem:;
space does not permit us to give any details, and we refer to the appendix which contains
the full version of the paper.



4 Endomorphisms

Throughout the text, I" denotes a reduct of the random graph G = (V; E). The binary
relation N (z,y) on V is defined by —=E(z,y) Ax # y. This section reduces the classification
task to the classification of those structures I' where the relations E, N,and # are primitive
positive definable; this section is covered by Section E in the full version.

The proof of the main result of this section (Proposition 10) relies on an analysis of the
endomorphism monoids of reducts I' of G. It can be shown [10,26] that I" has a constant
endomorphism, or an endomorphism whose image induces a clique or an independent set
in G, or that all endomorphisms of I' are locally generated by the automorphisms of T.
In the last case, we can apply a classification of the closed permutation groups (closure
for groups is defined in an analogous way as closure was defined earlier for clones) that
contain the automorphism group of G due to Thomas [25,26], see also [10]. Combining
these two results, we obtain a good understanding of all endomorphism monoids of reducts
I', which allows us to conclude that if the relation N or the relation E is not primitive
positive definable in T', then either the relation P®) or the relation T are primitive positive
definable in I" (Case (c) in Proposition 10), or the classification can be reduced to structures
definable in (V;=) (Cases (a) and (b) in Proposition 10).

Definition 8. For all k > 3, let P*) denote the k-ary relation that holds on x1,...,x, €V
if x1,..., K are pairwise distinct, and the graph induced by {x1,...,z;} in G is neither an
independent set nor a clique.

Definition 9. Let T be the 4-ary relation that holds on x1,x2,x3,24 € V if 21, %9, T3, T4
are pairwise distinct, and induce in G one of the following

a single edge and two isolated vertices a path with two edges and an isolated vertex

a path with three edges the complement of one of those structures
Proposition 10. Let I' be a reduct of G. Then one of the following holds.
(a) T' has a constant endomorphism, and CSP(I") is tractable (it is in fact trivial).

(b) T' is homomorphically equivalent to a countably infinite structure that is preserved
by all permutations of its domain; in this case the complexity of CSP(T") has been
classified in [5], and is either tractable or NP-hard.

(c) There is a primitive positive definition of P® or T inT, and CSP(T") is NP-hard.

(d) The relations N, E, and # have primitive positive definitions in T .



5 Higher arity polymorphisms

In the following we assume that I' = (V; E, N, #,...) is a reduct of G that contains the
relations E, N and #. While the result of the last section was based on an analysis of the
endomorphisms and automorphisms of reducts of GG, the remaining cases will require the
study of higher arity polymorphisms of such reducts (in the full version, this is covered by
Section F). It turns out that the relevant polymorphisms proving tractability have, in a
certain sense, regular behavior with respect to the structure of G; combinatorially, this is
due to the fact that the set of finite ordered graphs is a Ramsey-class, and that one can
find regular patterns in any arbitrary function on the random graph. We make this idea
more precise.

Definition 11. Let A, A be structures, and let k > 1. The type tp(a) of an n-tuple
a € A is the set of first-order formulas with free variables x1,...,x, that hold for a in
A. A k-ary type condition between A and A is a k + 1-tuple (t',... ,t*.s), where each
t; is a type of an n-tuple in A, and s is a type of an n-tuple in A. A k-ary function
f: AF — A satisfies a type condition (t',...,t*, s) if for all n-tuples a* of type t' in A the
n-tuple (f(al,...,a%),..., f(al,... ak)) is of type s in A. A behavior is a set of k-ary

type conditions between two structures A and A, where k > 1 is fived. A k-ary function
has behavior B if it satisfies all the type conditions of the behavior B.

Definition 12. Let A, A be structures. An operation f : A¥ — A is canonical if for all
k-tuples (t',...,t*) of types of n-tuples in A there exists a type s of an n-tuple in A such
that f satisfies the type condition (t',... t* s). If F C Ay, then we say that f is canonical
on F' if its restriction to F' is canonical.

We remark that since G has only binary relations, a function f : G¥ — G is canonical iff
it satisfies the condition of the definition for types of 2-tuples. The polymorphisms proving
tractability of reducts of G will be canonical.

We now define different behaviors that some of these canonical functions will have. For
Q1,...,Qr € {E,N,=,#}, we will in the following write Q1 - - - Q for the binary relation
on V¥ that holds between two k-tuples x,y € V¥ iff Q;(x;, ;) holds for all 1 <4 < k. The
dual of an operation f on G is the operation (x1,...,2,) — —f(—x1,...,—2,), and can
be imagined as the function obtained from f by exchanging the roles of £ and N. We start
by behaviors of binary functions.

Definition 13. We say that a binary injective operation f : V2 —V is

e balanced in the first argument if for all u,v € V2 we have that E=(u,v) implies
E(f(u), f(v)) and N=(u,v) implies N(f(u), f(v));

e balanced in the second argument if (z,y) — f(y,z) is balanced in the first argument;

e balanced if f is balanced in both arguments, and unbalanced otherwise;



e E-dominated (N-dominated) in the first argument if E(f(u), f(v)) (N(f(u), f(v)))
for all u,v € V? with #=(u,v); and E-dominated (N-dominated) in the second
argument if (x,y) — f(y,x) is E-dominated (N-dominated) in the first argument;

e FE-dominated (N-dominated) if it is E-dominated (N-dominated) in both arguments;

e of type min if for all u,v € V? with ##(u,v) we have E(f(u), f(v)) if and only if
EE(u,v); and of type max if the dual of f is of type min.

e of type py if for all u,v € V? with ##(u,v) we have E(f(u), f(v)) if and only if
E(u1,v1), and of type pa if (z,y) — f(y,x) is of type p1;
e of type projection if it is of type p1 or ps.
Note that, for example, being of type max is a behavior of binary functions that does
not force a function to be canonical, since the condition only talks about certain types of
pairs in V2, but not all such types; however, being of type max and balanced does mean

that a function is canonical. The next definition contains some important behaviors of
ternary functions.

Definition 14. An injective ternary function f : V3 — V is of type

e majority if for all u,v € V3 we have that E(f(u), f(v)) if and only if EEE(u,v),
EEN(u,v), ENE(u,v), or NEE(u,v);

e minority if for all z,y € V3 we have E(f(z), f(y)) if and only if EEE(u,v), NNE(u,v),
NEN(u,v), or ENN(u,v).

While the tractability results of this section are shown by means of a number of different
canonical functions, all hardness cases are established by the following single relation.

Definition 15. We define a 6-ary relation H(x1,y1,x2,y2,x3,y3) on V by

/\ N (u,v)

1,5€{1,2,3},i#j,ue{z; v }v€{z;,y;5}

A (((E(z1,51) A N(x2,y2) A N(x3,93))
vV (N(z1,91) A E(x2,y2) A N(23,93))
V (N (z1,51) A N(z2,y2) A E(x3,93))) -

The following theorem together with Theorem 10 proves Theorem 1.
Theorem 16. LetI' = (V; E,N,#,...) be a reduct of G. Then one of the following holds:

(a) There is a primitive positive definition of H in T', and CSP(T") is NP-hard.



(b) T' has a canonical polymorphism of type minority, as well as a canonical binary in-
jection which is of type p1 and E-dominated or N-dominated in the second argument,
and CSP(I") is tractable.

(¢) T has a canonical polymorphism of type majority, as well as a canonical binary injec-
tion which is of type p1 and E-dominated or N-dominated in the second argument,
and CSP(I") is tractable.

(d) T has a canonical polymorphism of type minority, as well as a canonical binary in-
jection which is balanced and of type projection, and CSP(I") is tractable.

(e) T has a canonical polymorphism of type majority, as well as a canonical binary in-
jection which is balanced and of type projection, and CSP(I") is tractable.

(f) T has a canonical polymorphism of type max or min, and CSP(T') is tractable.

We now outline the proof that if I' = (V; E, N, #,...) is a reduct of G such that there
is no primitive positive definition of H in I', then one of the other cases of Theorem 16
applies. By Theorem 4, T" has a polymorphism that violates H. A function f: V"™ — V
is called essentially unary if it depends on only one of its variables; otherwise, it is called
essential. Since FF and N are among the relations of I', and since any essentially unary
polymorphism preserving both £ and N preserves all relations with a first-order definition
in GG, we have that the polymorphism violating H must be essential.

Theorem 17 (of [10]). IfT' = (V; E,N,#,...) is a reduct of G that has an essential poly-
morphism, it must also have one of the following binary injective canonical polymorphisms:

e an balanced operation of type p1;

a balanced operation of type max;
e an E-dominated operation of type max;

e an E-dominated operation of type p1;

a binary operation of type p1 that is balanced in the first and E-dominated in the
second argument;

or one of the duals of the last four operations (the first operation is self-dual).

Theorem 17 and the following proposition together imply that indeed, if Case (a) of
Theorem 16 does not apply, then one of the other cases does.

Proposition 18. Suppose that f is an operation on V' that preserves the relations E and
N and violates the relation H. Then f generates a binary injective canonical operation of
type min or max, or a ternary injective canonical operation of type minority or majority.

10



In the proof of this proposition, we apply Ramsey theory in the form of the following
lemma. The crucial idea here is very general, and worth being pointed out. Suppose
that f is an m-ary operation that violates a k-ary relation R. Select tuples of constants
c,...,c" € V™ such that f violates R on those tuples. Lemma 19 below then implies
that f generates an operation that still violates R, but is canonical as a function from
(G™,c',...,c") to G. Since there are finitely many canonical behaviours, this allows for

combinatorial analysis (see also [9,11]).

Lemma 19. Letc!,...,c* € V", and let B be a behavior for functions from (G™,cl,. .. ,ck)
to G. Let C be a local clone on V. If for every substructure F of (G",c',...,cF) there is a
function f € C which satisfies B on F, then there is also a function g € C which satisfies
B on (G™,c',...,cF). Moreover, g can be chosen to be canonical.

Proof of Proposition 18. Let f be given. Since the relation H consists of three orbits of
6-tuples, by Lemma 7 f generates an at most ternary function that violates H, and hence
we can assume wlog that f itself is at most ternary. The operation f can certainly not
be essentially unary, since every essentially unary operation that preserves E and N also
preserves H. Applying Theorem 17 to the reduct which has all relations preserved by {f}
and Aut(G), and by Proposition 5, we get that f generates a binary injective canonical
function of type min, max, or p;. In the first two cases we are done, so consider the last
case and denote the function of type p; by g.

By adding a dummy variable, we may assume that f is ternary. Now consider h(zx,y, z) :=
9(9(9(f(z,y,2),x),y),2). Then h is clearly injective, and still violates H — the latter can
easily be verified combining the facts that f violates H, g is of type p1, and all tuples in H
have pairwise distinct entries. Because h violates H, one of the following is true. There exist
T, y,u,v,p,q € V3 with ENN(z,y), NEN(u, v), NNE(p, q), and E(h(x), h(y)), E(h(u), h(v))
and E(h(p), h(q)), or there exist =, y,u, v, p,q € V3 with ENN(z,y), NEN(u, v), NNE(p, q),
and N (h(z),h(y)), N(h(u),h(v)) and N (h(p),h(q)). We can now apply Ramsey theory in
form of Lemma 19 (for details, see the long version of the paper) to show that in both
cases the operation h, and hence also f, generates a binary canonical injection of type min
or max, or a ternary canonical injection of type majority or minority. ]

To conclude, we want to mention an elegant universal-algebraic formulation of our main
result, which lines up with recent conjectures and results on finite domain CSPs [12,23].

Corollary 20. Let I be a reduct of G. Then exactly one of the following applies.

e The structure ({0,1};{(0,0,1),(0,1,0),(1,0,0)}) has a primitive positive interpreta-
tion (see e.g. [2,9]) in T'. In this case, CSP(I") is NP-hard.

e I' has a canonical 4-ary polymorphism f and aq, s € Aut(I") so that for all x,y € V

[,y 2,20) = a(f(z,2,2,9)) = ca(f(y, 2, y,2)) -
In this case, CSP(I") is is tractable.

11
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A DMotivation and the result

In an influential paper in 1978, Schaefer [22] proved a complexity classification for system-
atic restrictions of the Boolean satisfiability problem. The way how he restricts the Boolean
satisfiability problem turned out to be very fruitful when restricting other computational
problems in theoretical computer science, and can be presented as follows.

Let W = {41,...,1,} be a finite set of propositional (Boolean) formulas.

Boolean-SAT(V)

INSTANCE: Given a finite set of variables W and a propositional formula of the form
D = ¢y A -+ A ¢ where each ¢; for 1 < i <[ is obtained from one of the formulas ¢ in ¥
by substituting the variables of ¢ by variables from W.

QUESTION: Is there a satisfying Boolean assignment to the variables of W (equivalently,
those of ®)?

The computational complexity of this problem clearly depends on the set W, and grows
with the size of W. Schaefer’s theorem states that Boolean-SAT (W) can be solved in polyno-
mial time if and only if ¥ is a subset of one of six sets of Boolean formulas (called 0-valid, 1-
valid, Horn, dual-Horn, affine, and bijunctive), and is NP-complete otherwise. We remark
that Schaefer’s theorem is usually formulated as a classification result of Boolean constraint
satisfaction problems, but the formulation given above is easily seen to be equivalent.

We prove a similar classification result, but for the first-order logic of graphs instead
for propositional logic. More precisely, let E be a relation symbol which denotes an antire-
flexive and symmetric binary relation and hence stands for the edge relation of a (simple,
undirected) graph. We consider formulas that are constructed from atomic formulas of
the form F(z,y) and z = y by the usual boolean connectives (negation, conjunction, dis-
junction), and call formulas of this form graph formulas. A graph formula ®(z1,...,2m)
is satisfiable if there exists a graph H and an m-tuple a of elements in H such that ®(a)
holds in H. Let ¥ = {#1,...,1,} be a finite set of graph formulas. Then ¥ gives rise to
the following computational problem.

Graph-SAT (V)

INSTANCE: Given a set of variables W and a graph formula of the form ® = ¢; A--- A ¢y
where each ¢; for 1 < i <[ is obtained from one of the formulas ¢ in ¥ by substituting
the variables from ) by variables from W.

QUESTION: Is ® satisfiable?

As an example, let W be the set that just contains the formula

(E(.%',y) N _'E(ya Z) A —|E(.%', Z))
V (—E(z,y) N E(y, 2) A ~E(x, 2)) (3)
V (mE(z,y) N—E(y,2) N E(z,2)) .
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Then Graph-SAT(¥) is the problem of deciding whether there exists a graph such that
certain prescribed subsets of its vertex set of cardinality at most three induce subgraphs
with exactly one edge. This problem is NP-complete (the curious reader can check this at
the end of this paper by means of our classification in Theorem 61). There are also many
interesting tractable Graph-SAT problems, for instance when ¥ consists of the formulas
r#yVy=zand

E(z,y) N—E(y,z) A ~E(z, 2))

~E(z,y) A E(y, 2) A ~E(, 2)) (4)
~E(z,y) A~E(y, z) A E(, 2))

E(xz,y) NE(y,z) N E(z,2)) .

( A
vV ( A
V (—E(z,
v (

It is obvious that the problem Graph-SAT(W) is for all ¥ contained in NP. The goal of
this paper is to prove the following dichotomy result.

Theorem 1. For all ¥, the problem Graph-SAT (V) is either NP-complete or in P.

Moreover, in Theorem 61 at the end of this paper, we will see exactly which sets ¥
correspond to tractable problems and which to hard ones.

One of the main contributions of the paper is the general method of combining concepts
from universal algebra and model theory, which allows us to use deep results from Ramsey
theory to finally obtain the classification result.

B Discussion of our strategy

We establish our result by translating Graph-SAT problems into constraint satisfaction
problems (CSPs) with infinite domains. More specifically, for every set of formulas ¥ we
present a relational structure I'y such that Graph-SAT(¥) is equivalent to CSP(I'y) (in a
certain sense, Graph-SAT (V) and CSP(I'y) are one and the same problem). The relational
structure I'y has a first-order definition in the random graph G, i.e., the (up to isomorphism)
unique countably infinite universal homogeneous graph. This perspective allows us to use
the so-called universal-algebraic approach, and in particular polymorphisms to classify the
computational complexity of Graph-SAT problems. In contrast to the universal-algebraic
approach for finite domain constraint satisfaction, our proof relies crucially on strong re-
sults from structural Ramsey theory; we use such results to find regular patterns in the
behavior of polymorphisms of structures on G, which in turn allows us to find analogies
with polymorphisms of structures on Boolean domains.

We call structures with a first-order definition in G reducts of G. While the standard
definition of a reduct of a relational structure A is a structure on the same domain obtained
by forgetting some relations of A, a reduct of A in our sense is really a reduct of the
expansion of A by all first-order definable relations. It turns out that there is one class
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of reducts I' for which CSP(I") is in P for trivial reasons; further, there are 16 classes of
reducts I" for which CSP(I") (and the corresponding Graph-SAT problems) can be solved
by non-trivial algorithms in polynomial time.

The presented algorithms are novel combinations of infinite domain constraint satisfac-
tion techniques (such as used in [3,7,16]) and reductions to the tractable cases of Schaefer’s
theorem. Reductions of infinite domain CSPs in artificial intelligence (e.g., in temporal and
spatial reasoning [17]) to finite domain CSPs (where typically the domain consists of the
elements of a so-called ‘relation algebra’) have been considered in the more applied arti-
ficial intelligence literature [27]. Our results shed some light on the question when such
techniques can even lead to polynomial-time algorithms for CSPs.

The global classification strategy of the present paper is similar in spirit to the one from
a recent result in [6] on CSPs of structures which are first-order definable in (Q; <). But
while in [6] the proof might still have appeared to be very specific to constraint satisfaction
over linear orders, with the present paper we demonstrate that in principle such a strategy
can be used for any class of computational problems C that satisfies the following;:

e All problems in C can be formulated as a CSP of a structure which is first-order
definable in a single w-categorical structure I';

e the class of finite substructures of I" has the Ramsey property (as in [20]).

While in [6], the classical theorem of Ramsey and its product version were sufficient, the
Ramsey theorems used in the present paper are deeper and considerably more difficult to
prove [1,21].

The random graph G belongs (together with (Q; <)) to one of the most fundamental
w-categorical structures, and is an important structure in model theory that appears also
in many other areas of mathematics (see [13]). In contrast to CSPs of structures definable
in (Q; <), where there is a lot of dependence between the possible values in a solution, the
CSPs of reducts of G illuminate different phenomena in constraint satisfaction (e.g., for
all tractable classes the inequality relation # is 1-independent from the other constraints,
in the terminology of [16]), and the polynomial-time tractable cases are characterized by
polymorphisms that behave canonically in a Ramsey-theoretic sense.

C Tools from universal algebra and model theory

In this section we develop in detail the tools from universal algebra and model theory needed
for our approach. We start by translating the problem Graph-SAT(W) into a constraint
satisfaction problem for a reduct of G.

We denote the random graph by G = (V; E). The graph G is determined up to iso-
morphism by the two properties of being homogeneous (i.e., any isomorphism between two
finite induced subgraphs of G can be extended to an automorphism of G), and universal
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(i.e., G contains all countable graphs as induced subgraphs). It is also the up to isomor-
phism unique countable graph that satisfies the extension property, which will be useful
throughout the paper: For all disjoint finite U, U’ C V there exists v € V such that v is
in G adjacent to all members of U and to none in U’. For the many other remarkable
properties of G and its automorphism group Aut(G), and various connections to many
branches of mathematics, see e.g. [13,14].

Let I' be a structure with a finite relational signature 7. A first-order 7-formula is
called primitive positive if it is of the form

dx1,. ., VLA AUy,

where the v; are atomic, i.e., of the form y; = y2 or R(y1,...,yr), where R € 7 a k-ary
relation symbol and the y; are not necessarily distinct. A 7-formula is called a sentence if
it contains no free variables.

Definition 2. The constraint satisfaction problem for I, denoted by CSP(T), is the com-
putational problem of deciding for a given primitive positive T-sentence ® whether ® is true
mn T,

Let U = {¢1,...,¢y} be a set of graph formulas. Then we define I'y to be the structure
with the same domain V' as the random graph G which has for each ; a relation R;
consisting of those tuples in G that satisfy v¢; (where the arity of R; is given by the number
of variables that occur in ;). Thus by definition, I'y is a reduct of G. Now given any
instance ® = ¢1 A -+ - A ¢y with variable set W of Graph-SAT(V¥), we construct a primitive
positive sentence ®' in the language of I'y as follows: In ®, we replace every ¢;, which
by definition is of the form ;(yi,...,ym) for some 1 < j < m and variables y;, from W,
by R;(y1,--.,ym); after that, we existentially quantify all variables that occur in ®’. It is
then easy to see that the problem Graph-SAT(W¥) has a positive answer for ® if and only
if the sentence @' holds in I'y. Hence, every problem Graph-SAT(¥) is in fact of the form
CSP(I), for a reduct I' of G in a finite signature. We will thus henceforth focus on such
constraint satisfaction problems in order to prove our dichotomy.

The following lemma has been first stated in [19] for finite structures I' only, but the
proof there also works for arbitrary infinite structures. It shows us how we can slightly
enrich structures without changing the computational complexity of the constraint satis-
faction problem they define too much.

Lemma 3. Let I' = (D;Ry,...,R;) be a relational structure, and let R be a relation
that has a primitive positive definition in T'. Then CSP(T") and CSP(D; R, R1,..., R;) are
polynomial-time equivalent.

The preceding lemma makes the so-called universal-algebraic approach to constraint
satisfaction possible, as exposed in the following. We say that a k-ary function (also called
operation) f : D*¥ — D preserves an m-ary relation R C D™ iff for all t1,...,t; € R the
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tuple f(t1,...,tx) (calculated componentwise) is also contained in R. If an operation f
does not preserve a relation R, we say that f violates R. If f preserves all relations of a
structure I', we say that f is a polymorphism of I (it is also common to say that I' is closed
under f). A unary polymorphism of I" is also called an endomorphism of T'.

Conversely, for a set F' of operations defined on a set D and a relation R on D, we say
that R is invariant under F if R is preserved by all f € F', and we write Inv(F') for the set
of all finitary relations on D that are invariant under F'.

The set of all polymorphisms Pol(I") of a relational structure I" forms an algebraic
object called a clone [24], which is a set of operations defined on a set D that is closed
under composition and that contains all projections. Moreover, Pol(I") is also closed un-
der interpolation (see Proposition 1.6 in [24]): we say that a k-ary operation f on D is
interpolated by a set of k-ary operations F on D if for every finite subset A of D* there is
some operation g € F' such that g agrees with f on A. We say that F' locally generates an
operation g if g is in the smallest clone that is closed under interpolation and contains all
operations in F. Clones with the property that they contain all functions locally generated
by their members are called locally closed, local or just closed.

We thus have that to every structure I', we can assign the closed clone Pol(I") of
its polymorphisms. For certain I', this clone captures the computational complexity of
CSP(I'): A countable structure I' is called w-categorical if every countable model of the
first-order theory of I' is isomorphic to I'. It is well-known that the random graph G is
w-categorical, and that reducts of w-categorical structures are w-categorical as well.

Theorem 4 (from [8]). LetI' be an w-categorical structure. Then the relations in Inv(Pol(T"))
are precisely those that have a primitive positive definition in I.

Clearly, the theorem implies that if two w-categorical structures with finite relational
signatures have the same clone of polymorphisms, then their CSPs are polynomial-time
equivalent. Recall that we have only defined CSP(I") for structures I" with a finite relational
signature. But we now see that it makes sense (and here we follow conventions from
finite domain constraint satisfaction, see e.g. [12]) to say that CSP(T") is (polynomial-time)
tractable if the CSP for every finite signature structure A with the same polymorphism
clone as I' is in P, and to say that CSP(T") is NP-hard if there is a finite signature structure
A with the same polymorphism clone as I whose CSP is NP-hard.

Note that the automorphisms of a structure I' are bijective unary polymorphisms that
preserve all relations and their complements; the set of all automorphisms of I' is denoted by
Aut(T). It follows from the theorem of Ryll-Nardzewski that for an w-categorical structure
', the local clones containing Aut(I') are precisely the polymorphism clones of reducts of
I'. Therefore, in order to determine the computational complexity of the CSP of all reducts
I" of G, it suffices to determine for every local clone C containing the automorphism group
Aut(G) of G the complexity of CSP(I") for some reduct I' of G with Pol(I") = C, if there
exists such a reduct with finitely many relations; then the complexity for all reducts with
the same polymorphism clone is polynomial time equivalent to CSP(T").
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The following proposition is the analog to Theorem 4 on the “operational side”, and
characterizes the local generating process of functions on a domain D by the operators Inv
and Pol.

Proposition 5 (Corollary 1.9 in [24]). Let F be a set of functions on a domain D, and
let g be a function on D. Then F locally generates g if and only if g € Pol(Inv(F)).

For some reducts, we will find that their CSP is equivalent to a CSP of a structure that
has already been studied, by means of the following basic observation.

Proposition 6. Let I', A be structures of the same signature which are homomorphically
equivalent, i.e., there exist homomorphisms f : T' — A and g : A — I". Then CSP(T") =
CSP(A).

We finish this section with a technical general lemma that we will refer to several times
in the paper; it allows to restrict the arity of functions violating a relation. For a structure
' with domain D and a tuple t € D¥, the orbit of t in T is the set {a(t) | a € Aut(T)}.

Lemma 7 (From [6]). Let T' be a relational structure with domain D, and let R C D* be
a relation that consists of m orbits of k-tuples in I'. Suppose that an operation f on D

violates R. Then {f} U Aut(T") locally generates an at most m-ary operation that violates
R.

D Additional conventions

Throughout the text, I' denotes a reduct of the random graph G = (V; E). Since all our
polymorphism clones contain the automorphism group Aut(G) of the random graph, we
will abuse the notion of generates from the preceding section, and use it as follows: For
a set of functions F' and a function g on the domain V', we say that F' generates g when
F UAut(G) locally generates g; also, we say that a function f generates g if {f} generates
g. That is, in this paper we consider the automorphisms of G be present in all sets of
functions when speaking about the local generating process.

The binary relation N(z,y) on V is defined by the formula —F(z,y) Ax # y. We use #
both in logical formulas to denote the negation of equality, and to denote the corresponding
binary relation on V.

When ¢ is an n-tuple, we refer to its entries by t1,...,t,.

E Endomorphisms

The goal of this section is the proof of Proposition 10, which will allow us to reduce the
classification task to the classification of those structures where the relations £, N and #
are primitive positive definable.
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Definition 8. For all k > 3, let P*) denote the k-ary relation that holds on x1,...,x, €V
if x1,..., K are pairwise distinct, and the graph induced by {x1,...,z;} in G is neither an
independent set nor a clique.

Definition 9. Let T be the 4-ary relation that holds on x1,x2,x3,x4 € V if 21, %2, T3, T4
are pairwise distinct, and induce in G either

e a single edge and two isolated vertices,
e a path with two edges and an isolated verter,
e a path with three edges, or
e a complement of one of the structures stated above.
Proposition 10. Let I' be a reduct of G. Then at least one of the following holds.
(a) T' has a constant endomorphism, and CSP(I') is trivial.

(b) T' is homomorphically equivalent to a countably infinite structure that is preserved
by all permutations of its domain; in this case the complexity of CSP(I') has been
classified in [5], and is either in P or NP-complete.

(c) There is a primitive positive definition of P®) or T in T, and CSP(I) is NP-complete.
(d) The relations N, E, and # have primitive positive definitions in T .

To prove the proposition, we first cite a result about the reducts of the random graph
due to Thomas [26] (also see [10] for a formulation of this result as it is used here).

The graph G contains all countable graphs as induced subgraphs. In particular, it
contains an infinite complete subgraph, denoted by K. It is clear that any two injective
operations from V — V whose images induce K, in G generate one another. Let eg be
one such operation. Similarly, G' contains an infinite independent set, denoted by I,. Let
en be an injective operation from V' — V whose image induces [, in G.

Theorem 11. Let I" be a reduct of G. Then one of the following cases applies.
1. T has a constant endomorphism.
2. T has the endomorphism eg.
3. T' has the endomorphism ey .

4. The endomorphisms of I' are locally generated by the automorphisms of T'.
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The last case splits into five sub-cases, corresponding to the five locally closed permuta-
tion groups that contain Aut(G) exhibited by Thomas [25]. Knowledge about these groups
will be important for the complexity classification, and we will next cite the theorem that
lists them.

For any finite subset S of V| if we flip edges and non-edges between S and V'\ S in G,
then the resulting graph is isomorphic to G (it is straightforward to verify the extension
property). Let ig be such an isomorphism for each non-empty finite S. Any two such
functions generate one another. We also write sw for igy, where 0 € V' is any fixed element
of V.

Let R*) be the k-ary relation that holds on z1,...,zp € V if z1,..., 2z are pairwise
distinct, and the number of edges between these k vertices is odd. Note that R®) is
preserved by —, R®) is preserved by sw, and that R®) is preserved by — and by sw, but
not by all permutations of V.

Definition 12. We say that two structures I'; A on the same domain are first-order inter-
definable iff all relations of I' have a first-order definition in A and vice-versa.

Theorem 13 (of [25]). Let I' be a reduct of G. Then exactly one of the following is true.

1. T is first-order interdefinable with (V; E);
equivalently, Aut(I') = Aut(G).

2. T is first-order interdefinable with (V; R™);

equivalently, I' is preserved by —, but not by sw.

3. T is first-order interdefinable with (V; R®));
equivalently, I' is preserved by sw, but not by —.

4. T is first-order interdefinable with (V; R(5));
equivalently, I is preserved by — and by sw, but not by all permutations of V.

5. T is first-order interdefinable with (V;=);
equivalently, I' is preserved by all permutations of V.

In particular, the reducts (V; P®) and (V;T) are both first-order interdefinable with
one of the five structures of this theorem; we will now show with which one, and prove
hardness for both reducts. We start with (V; P®)).

Proposition 14. The structure (V; P®)) is first-order interdefinable with (V; R™).

Proof. The relation P®) is not preserved by sw: if z1, 22 € V are so that E(xy,x2) and
N(0,z;) hold for i = 1,2, then (0,21, z2) € P®), but {sw(0), sw(z1), sw(xz)} is a clique in
G, so (sw(0), sw(z1), sw(z2)) ¢ P®). On the other hand, P®) is clearly preserved by —.
Hence, Theorem 13 implies that (V; P®)) is first-order interdefinable with (V; RW). O
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Proposition 15. CSP((V; P())) is NP-complete.

Proof. For k > 3, let Q®) be the k-ary relation that holds for a tuple (z1,...,25) € VFiff
T1,...,x; are pairwise distinct, and (z1,...,z;) ¢ PW).

We show that the relation Q® is primitive positive definable by the relation P®).
Observe first that # is primitive positive definable from P®) by the formula Ju. P (z, y, u).
Let p be the primitive positive formula that states about the tuple (z1,...,x¢) that all
its entries are distinct. Let ¢ be a conjunction of atomic formulas with variables from
x1,..., e that contains for each three-element subset {u, v, w} of those variables a conjunct
P®)(u,v,w). It is known that every two-coloring of the edges of the graph Kg (the clique
with six vertices) contains a monochromatic triangle. Therefore, ¢ A i1 is unsatisfiable. Let
¢’ be a conjunction over a maximal subset of the conjuncts of ¢ with the property that ¢’ Au
is still satisfiable, and suppose without loss of generality that the conjunct P(3) (r1,x2,23)
of ¢ is missing in ¢'. We claim that ¢ := Jay, x5, z6.¢' A defines Q). To see this, suppose
that t is a triple that satisfies 1; that means that there exists a 6-tuple s extending ¢ which
satisfies ¢’ A u. From the maximality of ¢, we infer that s, and hence also ¢, does not
satisfy PC®)(x1,x9,23), so t € Q®). Therefore, 1 defines a subset of Q). Observe also
that 1) does not define the empty set since ¢’ A u, and hence also v, is satisfiable. Let ¢ be
any tuple satisfying ¥. Since P®) is preserved by —, one can check that Q®) consists of
only one orbit in (V; P(S)). Hence, for any tuple w in Q) there exists an automorphism of
(V; P(g)) that sends ¢ to w. This automorphism clearly preserves v, and hence w satisfies
1, proving the claim.

Next observe that Q) (z,y,u) AQ®B) (y, u,v) /\Q(?’)(m, y,v) defines QW and hence Q¥
has a primitive positive definition from P®).

We now prove NP-hardness of CSP((V; P())) by reduction from positive not-all-equal
3SAT, which is the variant of 3SAT where all clauses have only positive literals, and the
task is to find an assignment of Boolean values to the variables such that in no clause
three variables are set to the same value; this problem is hard by Schaefer’s theorem. For
each Boolean variable x in a given instance ® to that problem we create two variables u,
and v, in an instance ¥ to CSP((V; P®), Q®)) (which is sufficient for proving hardness of
CSP((V; P(3))) by Lemma 3). Moreover, we create variables wc z 4, We,y,2, We 2,2 for every
clause C' of ® with variables z,y, z. The conjuncts of ¥ are as follows: For each clause C
of ® with variables x,y, z we have in ¥

e the conjunct PG (WC,z,y WC,y,2, WC, 2,2);

e the three conjuncts Q¥ (Uzs Vi, WC 2,20 WO,y )
Q™ (uy, vy, Wy, woy,2), and QW (uz, vz, Wy 2, WO 2,2).-

Now suppose that & is a satisfiable instance of the positive not-all-3-equal SAT problem,
and let s be a solution, i.e., a satisfying Boolean assignment to the variables of ®. Then
define a graph on the variables of W as follows: There is an edge between two variables
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Figure 1: Illustration for the relation 7.

wey,j and we ik iff the value of j under s is 1. Moreover, there are edges between u;
and all other variables iff the value of 7 under s is 1, and we impose the same condition
for edges with v;. The resulting graph can be assumed to be a subgraph of G, and it is
straightforward to check that it shows that ¥ holds in (V; P®), Q™). The converse that
every solution to ¥ yields a solution to ® is left to the reader. O

We now turn to the reduct (V;T'). For an illustration of the relation 7', see Figure 1.
The first row shows all graphs, up to isomorphism, that are induced by 4-tuples from the
relation T (note that 7' is totally symmetric, i.e., whenever we have a tuple in 7" and we
permute its components, we obtain again a tuple in T'). The other two rows show the
graphs induced by 4-tuples of distinct elements of V' that are not from 7', again up to
isomorphism. We denote the four vertices of those graphs by 1,2,3 and 4, as shown in the
picture.

Proposition 16. The structure (V;T) is first-order interdefinable with (V; R®)).

Proof. The relation T' is obviously not preserved by all permutations of V', but preserved
by —. It can be checked that T' is preserved by sw. Theorem 13 implies that it is first-order
interdefinable with (V; R(®). O

Lemma 17. Let I' be a reduct of G with sw € Aut(I'). Then T consists of one orbit of
4-tuples with respect to T'.

Proof. For a graph on {1,2,3,4} and a vertex v € {1,2,3,4}, we say in the following that
we flip the graph at v when we produce a new graph by flipping the edges and non-edges
that are adjacent to v. Now consider the graphs of the first row of Figure 1, which are those
corresponding to tuples in 7'. If we flip the first one at 2, we obtain the second one; flipping
the second graph at 3 yields the third one; and flipping the third graph at 4 yields the
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fourth one. Finally, flipping the first graph at 4 yields a graph isomorphic to the fifth graph.
Since this flipping operation corresponds to applications of sw (more precisely: switches
with respect to an appropriately chosen point in V') to tuples in 7', and isomorphism of
these 4-vertex graphs to applications of appropriately chosen automorphisms of G, we get
that indeed any tuple in 1" can be transformed into any other tuple in T by applications
of sw and automorphisms of G. O

We will need the following auxiliary lemma before proving hardness for CSP((V;T)).

Lemma 18. Let T' be the relation consisting of all 4-tuples with distinct entries in V that
do not belong to T. Then T' is primitive positive definable in (V;T).

Proof. Observe first that # is primitive positive definable from 7" by the formula Ju, v. T'(x, y, u, v).
Let p be the primitive positive formula that states about the tuple (x1,...,z15) that all
its entries are distinct.

It is a well-known fact that every two-coloring of the edges of the graph Kig contains
a monochromatic clique of size 4. Let ¢ be the conjunction over all atomic formulas of the
form T'(a, b, c,d) where {a,b, c,d} is a 4-element subset of {x1,...,z15}. By the above fact,
¢ A i is unsatisfiable.

Let ¢g denote the conjunction over a maximal subset of the conjuncts of ¢ with the
property that ¢g A p is satisfiable, and let T'(y1,...,ys4) denote a conjunct from ¢ that is
not a conjunct of ¢q.

We claim that the relation defined by the formula ¢ obtained from ¢gAp by existentially
quantifying all variables except for y1,...,y4 equals T”. To see this, suppose that t is a 4-
tuple that satisfies ¥; that means that there exists a 18-tuple s extending ¢ which satisfies
¢o A p. From the maximality of ¢g, we infer that s, and hence also ¢, does not satisfy
T(y1,-.-,y4), so t € T'. Therefore, 1) defines a subset of T". Observe also that v does
not define the empty set since ¢g A i, and hence also v, is satisfiable. Let ¢ be any tuple
satisfying 1. As in Lemma 17, one can check that 7" consists of only one orbit in (V;T).
Hence, for any tuple w in T” there exists an automorphism of T' that sends ¢ to w. This
automorphism clearly preserves 1, and hence w satisfies 1, proving the claim. O

Proposition 19. CSP((V;T')) is NP-complete.

Proof. Our hardness proof is by reduction from an NP-hard Boolean constraint satisfaction
problem. In our reduction, the following (‘link’-) relation L C V5 is of central importance.
For a finite subset S of V', write #S for the parity of edges between members of S. Now
define

L= {:U % | the entries of x are pairwise distinct, and

#{w1, w2, w3} = #{ws, 5,36} } .

24



Let ¢(z,y, z,u,v,w) be the conjunction over all atomic formulas of the form T"(a,b, ¢, d)
for every four-element subset {a,b,c,d} of {z,y, z,u,v,w}. We claim that

1/} = 3?/17927%'@5@1, T2,T3,Y1, 3/27?/3) A ¢(y17y27y37$47$57$6)

defines L(zy,...,x¢).

Observe first that L is preserved by sw and —. Moreover, since T” is preserved by sw
and —, so is ¥. We can therefore take the liberty of applying sw and — to tuples when
showing the equivalence of 1) and L.

Let t € V5 be a tuple with pairwise distinct entries. We first show that when ¢ €
L then it also satisfies ¥. Applying sw and — to t repeatedly, we can assume wlog.
that N(tl, ta) A N(ta,t3) A N(tl, t3) and N(tg,t5) A N(ts, tﬁ) A N(t4, t6). Choose values
s1, 82,83 € V for the variables yi, 92, y3 such that between any two distinct vertices x,y
from {t1,...,ts,s1, 2,53} we have N(z,y). This satisfies all conjuncts in .

For the converse, we suppose that t satisfies ¥. Let si,s9,s3 € V be witnesses
for y1,y2,ys that show that ¢ holds for . Assume for contradiction that ¢ ¢ L, i.e.,
#{x1, 0, 23} # #{x4, 25,26} Applying sw and —, we can assume wlog. that N(t1,t2) A
N(ta,t3) A N(t1,t3) and E(tg,t5) A E(ts,te) N E(ts,ts). Moreover, by applying sw and —
again, we can assume that {s1, s2, s3} induces a clique (or an independent set, which would
be the same for our further argument). Because of T"(t1,to,t3,s1), either the relation F
holds between all pairs {¢1,s1}, {t2,s1}, and {t3,s1}, or the relation N holds between all
these pairs. Similarly, we can observe the same for sy and s3, so one of the two possibili-
ties occurs twice. So assume wlog. that E holds for any pair p,q with p € {t1,t2,¢3} and
q € {s1,s2}. But then T"(ty, t2, s1, s2) does not hold, a contradiction.

We can now prove hardness by reduction from

CSP(({0,1};{t € {0, 1}* | t1 + t2 + t5 + ts = 2})) ,

which is NP-hard by Schaefer’s theorem [22]. From a given instance ® of this Boolean
CSP with variables x1, ..., z,, we create an instance ¥ of CSP((V;T)) as follows. We first
describe the variables of U. There are three variables yl, 142, 2 for each x € {z1,...,z,}.
Moreover, ¥ has four variables ng C,ng d,zfc d,zl?c 4 for each constraint C of the form
a+b+c+d=2in & The constraints of ¥ are as follows. For each constraint C of the
form a+b+c+d=2in ¢, we add the constraints

T (25 00 25 s Yaresds Yoo, ) NL(ZE b s 25 s 26 s Yoor Yar Yo)

L(Zac,b,m aCbch 2 Yos Vi Vi)

L(zS 2)
(

> >

C C
Z,b,c? a,c,d’ bcd?ycvycvyc

>

c c C
L Za,b,d> a,c,dvzb,qd’yd’ydvyd) .

Clearly, ¥ can be computed in polynomial time from ®. We first verify that if ® has a
solution s : {x1,...,z,} — {0, 1}, then W is satisfiable as well. It clearly suffices to specify
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a graph on the variables of ¥ such that the identity satisfies the constraints of W. For
x € {x1,...,7,}, we let {yl 42,43} form an independent set if s(z) = 1, and a clique
otherwise. Since s satisfies all constraints a + b+ ¢+ d = 2 of ®, s maps exactly two of the
variables a,b, ¢, d to 1; for the sake of notation, suppose that s(a) = s(b) = 0 (the other
cases are handled analogously). Then the graph on the variables of ¥ has an edge between
ng . and 2€ ab.d- All other pairs of variables of ¥ are not adjacent. It is straightforward to
Venfy that 1ndeed all constraints of W are satisfied.

Then central observation for proving the converse is that for any tuple t C V4 that
satisfies T'(x1, z2, x3,x4), there are exactly two 3-element subsets {3, j, k} of {1,...,4} such
that R®) (ti,tj,tx) holds. Suppose that there is a solution to W. We define a mapping
s:{x1,...,xn} — {0,1} as follows. For = € {z1,...,z,}, if in the solution to ¥ we have
that R (y!,y2,92) is true, then we set s(x) = 1, and otherwise we set s(x) = 0. It follows
from the observation we just made that s satisfies all constraints of ®. O

We are now ready to prove Proposition 10, showing that we can in the rest of our
classification project focus on those languages that contain the relations N, E, and #.

Proof of Proposition 10. Suppose E does not have a primitive positive definition in I'. We
have that E consists of just one orbit of pairs in G, and thus, since Aut(I') O Aut(G), also
in I'. Hence, Lemma 7 shows the existence of an endomorphism e of I' that violates F.

Theorem 11 states that either all endomorphisms of I' are generated by its automor-
phisms, or I' has a constant endomorphism, or the endomorphism eg, or the endomorphism
eny. If T has a constant endomorphism we are in Case (a) and done. If I' has the endomor-
phisms eg or ey, then we are in Case (b) since eg[V] and ey[V] induce structures in G
which are invariant under all permutations of their domain. So assume in the following that
I" has neither eg, nor ey, nor a constant as an endomorphism, and that all endomorphisms
of I are generated by Aut(T").

In particular, e is generated by Aut(I'). This implies that Aut(I') does not equal
Aut(G), and hence it contains either — or sw, by Theorem 13.

Suppose that Aut(I') contains —. If the relation P is primitive positive definable in
I, then CSP(T") is NP-complete by Proposition 15 and Lemma 3, and we are in Case (c).
Otherwise, since the relation P®) consists of only one orbit of triples in I' and by Lemma 7,
there exists an endomorphism e; of T' that violates P®). Since ey is generated by Aut(T),
there is also an automorphism of T that violates P®), and hence also R by Proposition 14.
Thus, Theorem 13 shows that Aut(I') contains sw.

We can thus henceforth assume that Aut(I") contains sw. Then the relation T' consists
of just one orbit of 4-tuples with respect to I', by Lemma 17. If the relation 7T is primitive
positive definable, then we are in Case (c¢) and CSP(I") is NP-hard by Lemma 3 and
Proposition 19. Otherwise, since 1" consists of one orbit in I', Lemma 7 implies that there
is an endomorphism ey of I' that violates T'. Since es is generated by Aut(T'), there is an
automorphism of I' violating T', and thus by Proposition 16 there is an automorphism of
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I violating R®). It then follows from Theorem 13 that Aut(I") contains all permutations,
bringing us back into Case (b).

The reasoning for the case when N has no primitive positive definition in I' is dual. So
we may assume that both £ and N are primitive positive definable. Then so is # since
x#yiff 32.E(x,z) A N(y, 2). O

F Higher arity polymorphisms

In the following we assume that I' = (V; E, N, #,...) is a reduct of G that contains the
relations £/, N and #. While in the last section, we only dealt with endomorphisms and
automorphisms of reducts of G, the remaining cases will require the study of higher arity
polymorphisms of such reducts. It turns out that the relevant polymorphisms proving
tractability have, in a certain sense, regular behavior with respect to the structure of G;
combinatorially, this is due to the fact that the set of finite ordered graphs is a Ramsey-
class, and that one can find regular patterns in any arbitrary function on the random
graph. We make this idea more precise.

Definition 20. Let A be a structure. The type tp(a) of an n-tuple a € A is the set of
first-order formulas with free variables x1, ... ,x, that hold for a in A.

Definition 21. Let A, A be structures, and let k > 1. A k-ary type condition between A
and A is a k4 1-tuple (t', ..., t* s), where each t; is a type of an n-tuple in A, and s is a
type of an n-tuple in A. A k-ary function f : A¥ — A satisfies a type condition (t, ... t* s)
if for all n-tuples a' of type t' in A the n-tuple (f(al,...,a¥),..., f(al,...,ak)) is of type
s in A. A behavior is a set of k-ary type conditions between two structures A and A, where
k> 1 is fited. A k-ary function has behavior B if it satisfies all the type conditions of the

behavior B.

Definition 22. Let A, A be structures. An operation f : AF — A is canonical if for all
k-tuples (t',...,t*) of types of n-tuples in A there exists a type s of an n-tuple in A such
that f satisfies the type condition (t*,... t* s). If F C Ay, then we say that f is canonical
on F if its restriction to F is canonical.

We remark that since G has only binary relations, a function f : G¥ — G is canonical
iff it satisfies the condition of the definition for types of 2-tuples. The polymorphisms
proving tractability of reducts of G will be canonical. We now define different behaviors
that some of these canonical functions will have. For Q1,...,Qr € {E,N,=,#}, we will in
the following write Q1 - - - Q) for the binary relation on V* that holds between two k-tuples
x,y € VFiff Qi(x;,y;) holds for all 1 < i < k.

We start by behaviors of binary functions.

Definition 23. We say that a binary injective operation f : V2 —V is
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e balanced in the first argument if for all u,v € V? we have that E=(u,v) implies
E(f(u), f(v)) and N=(u,v) implies N(f(u), f(v));

e balanced in the second argument if (z,y) — f(y,x) is balanced in the first argument;

e balanced if f is balanced in both arguments, and unbalanced otherwise;

e E-dominated (N-dominated) in the first argument if for all u,v € V? with #=(u,v)
we have that E(f(u), f(v)) (N(f(u), f(v)));

e E-dominated (N-dominated) in the second argument if (z,y) — f(y, z) is E-dominated
(N -dominated) in the first argument;

e E-dominated (N-dominated) if it is E-dominated (N-dominated) in both arguments;

e of type min if for all u,v € V? with ##(u,v) we have E(f(u), f(v)) if and only if
EE(u,v);

e of type max if for all u,v € V? with ##(u,v) we have N(f(u), f(v)) if and only if
NN(u,v);

e of type py if for all u,v € V? with ##(u,v) we have E(f(u), f(v)) if and only if
E(ul,vl);

o of type py if (x,y) — f(y,x) is of type p1;

e of type projection if it is of type p1 or ps.

Note that, for example, being of type max is a behavior of binary functions that does
not force a function to be canonical, since the condition only talks about certain types of
pairs in V2, but not all such types; however, being of type max and balanced does mean
that a function is canonical. The next definition contains some important behaviors of
ternary functions.

Definition 24. An injective ternary function f : V3 — V is of type

e majority if for all u,v € V3 we have that E(f(u), f(v)) if and only if EEE(u,v),
EEN(u,v), ENE(u,v), or NEE(u,v);

e minority if for all z,y € V3 we have E(f(x), f(y)) if and only if EEE(u, v), NNE(u,v),
NEN(u,v), or ENN(u,v).

While the tractability results of this section will be shown by means of a number of
different canonical functions, all hardness cases will be established by the following single
relation.
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Definition 25. We define a 6-ary relation H(x1,y1,x2,Yy2,x3,y3) on V by

/\ N(u,v)
,7€{1,2,3}i#jue{ziyi b ve{w;y; }
A (((E(z1,y1) A N(22,92) A N(23,93))
vV (N(z1,91) A E(x2,y2) A N(23,93)) (5)

V (N (z1,51) A N(z2,y2) A E(x3,93))) -

Our goal for this section is to prove the following proposition, which together with
Proposition 10 proves Theorem 1.

Proposition 26. Let I' = (V; E,N,#,...) be a reduct of G. Then at least one of the
following holds:

(a) There is a primitive positive definition of H in T, and CSP(I") is NP-complete.

(b) T has a canonical polymorphism of type minority, as well as a canonical binary in-
jection which of type p1 and E-dominated or N-dominated in the second argument,
and CSP(I") is tractable.

(¢) T' has a canonical polymorphism of type majority, as well as a canonical binary in-
jection which of type p1 and E-dominated or N-dominated in the second argument,
and CSP(T") is tractable.

(d) T has a canonical polymorphism of type minority, as well as a canonical binary in-
jection which is balanced and of type projection, and CSP(I") is tractable.

(e) T' has a canonical polymorphism of type majority, as well as a canonical binary in-
jection which is balanced and of type projection, and CSP(I') is tractable.

(f) T has a canonical polymorphism of type max or min, and CSP(T') is tractable.

The remainder of this section contains the proof of Proposition 26, and is organized
as follows: In Subsection F.1, we show that the relation H is hard. We then prove in
Subsection F.2 that if H does not have a primitive positive definition in a reduct I' as
in Proposition 26, then I'" has one of the polymorphisms listed in Cases (b) to (f) of the
proposition. Tractability of Cases (b) and (c) is shown in Subsection F.3, tractability of
Case (d) in Subsection F.4, of Case (e) in Subsection F.5, and finally tractability of Case (f)
in Subsection F.6.
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F.1 Hardness of H

This subsection is devoted to Case (a) of Proposition 26.
Proposition 27. CSP((V; H)) is NP-hard.

Proof. The proof is reduction from positive 1-in-3-3SAT (one of the hard problems in
Schaefer’s classification; also see [18]). Let ® be an instance of positive 1-in-3-3SAT, that
is, a set of clauses, each having three positive literals. We create from ® an instance ¥
of CSP((V; H)) as follows. For each variable x in ® we have a pair u,, v, of variables in
V. When {z,y, 2} is a clause in ®, then we add the conjunct H (uy, vy, Uy, vy, Uz, ;) to
V. Finally, we existentially quantify all variables of the conjunction ¥ in order to obtain
a sentence. Clearly, ¥ can be computed from ® in linear time.

Suppose now that ® is satisfiable, i.e., there exists a mapping « from the variables of
® to {0,1} such that in each clause exactly one of the literals is set to 1; we claim that
(V; H) satisfies W. To show this, let F' be the graph whose vertices are the variables of
¥, and which has an edge between u, and v, if x is set to 1 under the mapping a. By
universality of G we may assume that F' is a subgraph of G. It is then enough to show
that F' satisfies the conjunction of ¥ in order to show that (V; H) satisfies W. Indeed,
when H (uz, Vg, Uy, Vy, Uz, v;) is a clause from W then the conjunction in the first line of the
definition of H is clearly satisfied; moreover, from the disjunction in the remaining lines
of the definition of H exactly one disjunct will be true, since in the corresponding clause
{z,y, 2z} of ® exactly one of a(z),a(y),a(z) has been set to 1. This argument can easily
be inverted to see that every solution to ¥ can be used to define a solution to . O

F.2 Producing canonical functions

We now show that if I' = (V; E, N, #,...) is a reduct of G such that there is no primitive
positive definition of H in I', then one of the other cases of Proposition 26 applies. By
Theorem 4, I" has a polymorphism that violates H.

Definition 28. A function f : V™ — V is called essentially unary if it depends on only
one of its variables; otherwise, it is called essential.

Since F and N are among the relations of I', and since any essentially unary polymor-
phism preserving both E and N preserves all relations with a first-order definition in G,
we have that the polymorphism violating H must be essential. Thus the following theorem
from [10] applies. Before stating it, it is convenient to define the dual of an operation f
on GG, which can be imagined as the function obtained from f by exchanging the roles of
FE and N.

Definition 29. The dual of a function f(z1,...,x,) on G is the function — f(—x1,...,—xy).
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Theorem 30 (of [10]). If I' = (V;E,N,#,...) is a reduct of G that has an essential
polymorphism, it must also have at least one of the following binary injective canonical
polymorphisms.

e an balanced operation of type p1;

a balanced operation of type max;
e an E-dominated operation of type max;
e an E-dominated operation of type p1;

e a binary operation of type p1 that is balanced in the first and E-dominated in the
second argument;

or one of the duals of the last four operations (the first operation is self-dual).

Theorem 30 and the following proposition together imply that indeed, if Case (a) of
Proposition 26 does not apply, then one of the other cases does.

Proposition 31. Suppose that f is an operation on V that preserves the relations E and
N and violates the relation H. Then f generates a binary injective canonical operation of
type min or max, or a ternary injective canonical operation of type minority or majority.

The remainder of this subsection will be devoted to the proof of Proposition 31. We will
need the Ramsey-theoretic machinery which we developed in [10], and start by recalling
the following definition from that paper.

Definition 32. Let 7 be any signature and let C be a class of finite T-structures closed
under substructures and with the property that for any two structures in C there exists a
structure in C containing both structures. We order C by the embedding relation C. Let
P(w) be any property. We say that P holds

e for arbitrarily large elements of C if for any F' € C there exists H € C such that
F C H and P(H) holds;

e for all sufficiently large elements of C iff there is an element F' of C such that P holds
for H whenever F embeds into H.

Our properties P will in fact always be of the form “P(H) holds if function f has
behavior B on H”, for a fixed function f and a behavior B. This implies that if P(H)
holds, then P also holds for all substructures of H. Definition 32 then says that P holds
for arbitrarily large elements of C iff for any F' € C there is F’ € C isomorphic to F such
that P(F’) holds. The following proposition is the combinatorial core of [10], and will also
serve our purposes in this subsection. For a structure A and constants c!,...,c* € A, we
write (A, ct. .. ,ck) for the structure that arises when one adds the constants ¢!, ..., c* to
the language of A.
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Proposition 33. Letc!,...,c* € V", and let B be a behavior for functions from (G™,ct, ...
to G. Let D be a local clone on V. If for arbitrarily large finite substructures F of

(G™,ct,...,c") there is a function f € D which satisfies B on F, then there is also a
function g € D which satisfies B on (G™,c!,...,cF). Moreover, g can be chosen to be
canonical.

In the sequel, we will also say that a function f: V™ — V has behavior B between two
points z,y € V™ if it has behavior B on the structure {z,y}.

Lemma 34. Let a € V2, and let hyq : V2 — V be a binary injection that behaves like p;
between a and all other points of V2, and which behaves like py between any two points in
V2\ {a}. Then h, generates a binary injection of type min.

Proof. To prove the lemma, we show that for any finite set ' C V2, h, generates a binary
injection that behaves like min on F'. The claim then follows from Proposition 33.

We may assume that for all u,v € F' we have uy # v1 and us # vo. This is because if
we can generate the desired functions for all F' with this property, then given an arbitrary
F without this property, we may consider the set F' := (hq(z,y), ha(y,x))[F], and find
a function ¢ for this set; then the function ¢(hq(z,y), ha(y,z)) behaves like min on the
original set F'.

So let F' be given. We use induction over the size of F'. The beginning |F'| = 1 is trivial.
So assume that the assertion holds for all F' with |F| = n, let any F with |F| =n+ 1 be
given, and write F' = B U {b}, where |B| = n.

We first claim that for all finite C C V2 we have that h, generates a binary injection h¢
which behaves like p; between u, v € V2 whenever u € C or v € C, and which behaves like
p2 otherwise. We use induction over the size of C to prove the claim. When C' has just one
element ¢, then we can take any automorphisms «, 8 € Aut(G) such that (a(c1), B(c2)) = a
and then set ho(z,y) = hqo(a(x),(y)). In the induction step, write C' = D U {d}, and
let hp be provided by the induction hypothesis. By using an automorphism of G, we may
assume that hp(d) = da. Now set ho(z,y) == hygy(z, hp(x,y)). To check that h¢ satisfies
the desired condition, one needs to distinguish the cases (1) u =d and v € D, (2) u =d
andv € V2\C, (3)ue Dandv € D, (4) u € D and v € V?\ C, and finally (5) u € V2\C
and v € V2 \ C. We leave the details to the reader.

By induction hypothesis, there exists a function ¢t generated by h, which behaves like
min on B. Write B = B1UB», where B contains exactly those elements of B which are not
connected to b in the first coordinate. Let s := hp,. Then set d := (s(b), (b)) € V2, and
let f := hyg. We claim that f(s,t) behaves like min on F. To see this, let first u,v € B
be given. Then (s(u),t(u)) is adjacent to (s(v),t(v)) in the second coordinate iff u and v
are adjacent in both coordinates, since ¢ behaves like min on B. Since (s(u),t(u)) # d and
(s(v),t(v)) # d, we have that f behaves like po between (s(u),t(u)) and (s(v),t(v)), and
thus f(s,t)(u) and f(s,t)(v) are adjacent iff u and v were adjacent in both coordinates,
so f(s,t) behaves like min between u and v. It remains to show that f(s,t) also behaves
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like min between any w € B and b. Distinguishing the cases u € By and u € Bj, one can
verify that (s(u),t(u)) and d = (s(b),t(b)) are adjacent in the first coordinate iff v and b
are adjacent in both coordinates. Since f behaves like p; between (s(u),t(u)) and d, we
get that f(s,t)(u) and f(s,t)(b) are adjacent iff u and b are adjacent in both coordinates,
proving that f(s,t) behaves like min between u and b. O

Lemma 35. Let a € V2, and let z, : V2 — V be a binary injection that behaves like min
between a and all other points of V2, and which behaves like py between any two points of
V2\ {a}. Then z, generates a binary injection of type min.

Proof. This follows from the proof of the preceding lemma, since z, deletes more edges
than h,. ]

Definition 36. Let A be a structure. An orbit in A is a maximal set of elements of A of
the same type. An orbit in A is called proper if it contains more than one element.

Proposition 37. Let f : V2 — V be a binary injection preserving E and N that is neither
of type p1 nor of type po. Then f generates a binary injection of type min or of type max.

Proof. Let f be given.

Case 1. Suppose there exists ¢ € V2 such that for arbitrarily large finite substructures
F of (G?,¢) we have that f behaves like min between ¢ and the other points in F, and
like one and the same projection between all other points in F. Then we are done by
Proposition 33 and Lemma 35.

Case 2. Suppose there exists ¢ € V2 such that for arbitrarily large finite substructures
F of (G?,c) we have that f behaves like p; between ¢ and the other points in F', and like
p2 between all other points in F. Then we are done by Proposition 33 and Lemma 34.
Same if the roles of p; and ps are interchanged.

Case 3. Suppose there exists ¢ € V2 such that for arbitrarily large finite substructures
F of (G?,¢) we have that f behaves like min on a proper orbit. Then we are obviously
done by Proposition 33.

Case 4. Suppose there exists ¢ € V2 such that for arbitrarily large finite substructures
F of (G?,¢) there are proper orbits Ty, T» in F such that f behaves like min between any
two points a' € T} and a? € T, and such that f behaves like one and the same projection
on T7. Then Proposition 33 tells us that f generates a function g which has this property
for proper orbits Ty, T in (G2,¢). This function g satisfies the condition of Case 1 (pick
any constant in 7T5).

Case 5. Suppose there exists ¢ € V2 such that for arbitrarily large finite substructures
F of (G2, c) there are proper orbits 71, T in F such that f behaves like po between any two
points a' € Ty and a? € T, and such that f behaves like p; on T;. Then Proposition 33
tells us that f generates a function g which has this property for proper orbits 71,75 in
(G?,c). This function g satisfies the condition of Case 2 (pick any constant in T%). Same
if the roles of p; and pso are interchanged.
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Observe that if one of the cases occurs with max instead of min, then we are done also.

So assume now that we have none of the situations above. This implies that for all
c € V2 if F is a sufficiently large substructure of (G2,¢) and if f is canonical on F, then
f behaves like a projection on F'.

Next observe the following: For arbitrary c!',...,c¢* € V2, if F is a substructure of
(G?,c',...,c") which is large enough and if f is canonical on F', then there exists i € {1, 2}
such that f behaves like p; between any a,b € F with a ¢ {c!,...,c"}.

Now fix c!,...,c¢* € V? witnessing that f does not behave like a projection. Let F
be a substructure of (G2, c!,... c*) on which f is canonical, and let i(F) be the i of the
observation we just made. This ¢ is the same for arbitrarily large F', say wlog ¢ = 1 for
arbitrarily large F. Say wlog that EN(c!, c?) and N(f(c!), f(c?)); so f behaves like min
between ¢! and c2. But there are arbitrarily large finite substructures F of (G2, ¢!, ¢?) such
that f behaves like p; between any two elements of F one of which is not equal to ¢! or
c?. Thus, given any finite set F, we can delete edges between two elements of F without
adding new edges by applying functions from V2 to V2 which have the form (f(z,y),y).
Doing this successively we obtain a function from V2 to V2 which deletes all possible edges
on F, and if we apply a binary function of type projection in the end, the composite of all
these operations is a binary term over f that behaves like min on F'. The proposition then
follows from Proposition 33. O

Lemma 38. Let f : V3 — V be a ternary injection that preserves E and N such that
there exist x,y,u,v,p,q € V3 with ENN(z,y), NEN(u,v), NNE(p, q), and E(f(x), f(y)),
E(f(u), f(v)) and E(f(p), f(q)). Then f generates a binary injection of type min or max,
or a ternary injection of type minority.

Proof. We may assume that whenever F' C V3 is large enough, then f is not of type mi-
nority on F'; otherwise, the lemma follows immediately from Proposition 33. Therefore,
there exist m,n € V3 which witness this assumption and which are connected to all triples
appearing in the statement of the lemma by an edge in all components. Without loss
of generality, we may assume that EEN(m,n) and E(f(m), f(n)). Let a € Aut(G) be
so that it sends (p1,q1,m1,n1) to (pa,q2, ma,n2). Set g(s,t) := f(s,a(s),t) : V2 — V.
Then NE((p1,ps3), (q1,93)) and E(g(p1,p3),9(q1,q3)). Moreover, EN((mi,m3), (n1,ns3))
and E(g(my,ms3),g(n1,n3)). Thus, g is a binary injection that preserves F and N and
that does not behave like a projection. By Proposition 37, g generates a binary injection
of type min or of type max. O

Lemma 39. Let f : V3 — V be a ternary injection that preserves E and N such that
there exist x,y,u,v,p,q € V3 with ENN(x,7), NEN(u,v), NNE(p,q), and N(f(z), f(y)),
N(f(u), f(v)) and N(f(p), f(q)). Then f generates a binary injection of type min or max,
or a ternary injection of type magority.

Proof. We may assume that whenever F' C V3 is large enough, then f is not of type ma-
jority on F'; otherwise, the lemma follows immediately from Proposition 33. Therefore,
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there exist m,n € V3 which witness this assumption and which are connected to all triples
appearing in the statement of the lemma by an edge in all components. Without loss
of generality, we may assume that EEN(m,n) and N(f(m), f(n)). Let a € Aut(G) be
so that it sends (p1,q1, m1,n1) to (pa,q2, ma,n2). Set g(s,t) := f(s,a(s),t) : V2 — V.
Then NE((p1,ps3),(q1,q3)) and N(g(p1,p3),9(q1,493)). Moreover, EN((my,m3), (n1,ns3))
and N(g(m1,ms),g(n1,n3)). Thus, g is a binary injection that preserves E and N and
that does not behave like a projection. By Proposition 37, g generates a binary injection
of type min or of type max. O

We are now ready to finish this subsection and provide the proof of Proposition 31.

Proof of Proposition 31. Let f be given. Since the relation H consists of three orbits
of 6-tuples, by Lemma 7 f generates an at most ternary function that violates H, and
hence we can assume wlog that f itself is at most ternary. The operation f can certainly
not be essentially unary, since every essentially unary operation that preserves £ and N
also preserves H. Applying Theorem 30 to the reduct which has Inv({f} U Aut(G)) as
its relations, and by Proposition 5, we get that f generates a binary injective canonical
function of type min, max, or p;. In the first two cases we are done, so consider the last
case and denote the function of type p; by g.
By adding a dummy variable, we may assume that f is ternary. Now consider

h(x,y, Z) = g(g(g(f(x,y, z)7$)7y)7 Z) .

Then h is clearly injective, and still violates H — the latter can easily be verified combining
the facts that f violates H, g is of type pi, and all tuples in H have pairwise distinct
entries. Because h violates H, one of the following is true.

e there exist z,y, u, v, p, ¢ € V3 with ENN(z, y), NEN(u,v), NNE(p, q), and E(h(z), h(y)),
E(h(u), h(v)) and E(h(p), h(q)), or

e there exist x,y, u,v,p,q € V3 with ENN(z, y), NEN(u, v), NNE(p, q), and N (h(z), h(y)),
N(h(u),h(v)) and N(h(p), h(q))-

By Lemmas 38 and 39, respectively, we get that h, and hence also f, generates a binary
canonical injection of type min or max, or a ternary canonical injection of type majority
or minority. O

F.3 Tractability of types minority / majority with unbalanced projec-
tions

We now prove tractability of the CSP for reducts I" as in Cases (b) and (c) of Proposition 26,
that is, for reducts I' which have a ternary polymorphism of type majority or minority, as
well as a binary polymorphism of type p; which is either E-dominated or N-dominated
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in the second argument. By duality, we may assume that the polymorphism of type p; is
FE-dominated in the second argument. Throughout this section we assume that I' has a
finite signature.

It turns out that for such I', we can reduce CSP(T") to the CSP of the injectivization of
I". This implies in turn that the CSP can be reduced to a CSP over a Boolean domain.

Definition 40. A relation is called injective if all its tuples have pairwise distinct entries.
A structure is called injective if it only has injective relations.

Definition 41. We define injectivizations for relations, atomic formulas, and structures.

e Let R be any relation. Then the injectivization of R, denoted by inj(R), is the subre-
lation of R that consists of all tuples of R that only have pairwise distinct entries.

o Let p(x1,...,xy) be an atomic formula in the language of a reduct ', where x1, ...,y
is a list of the variables that appear in ¢. Then the injectivization of ¢(x1,...,x,)
is the formula RZU (x1,...,Tp), where RZU is a relation symbol which stands for the

njectivization of the relation defined by ¢.

e The injectivization of a relational structure T', denoted by inj(I"), is the relational
structure A with the same domain as I' whose relations are the injectivizations of the
atomic formulas over T, i.e., the relations R;"].

Note that inj(I") also contains the injectivizations of relations that are defined by atomic
formulas in which one variable might appear several times. In particular, the injectivization
of an atomic formula ¢ might have smaller arity than the relation symbol that appears in
}.

To state the reduction to the CSP of an injectivization, we also need the following
operations on instances of CSP(T").

Definition 42. Let A be the injectivization of I', and ® be an instance of CSP(I"). Then
the injectivization of ®, denoted by inj(®), is the instance ¥ of CSP(A) obtained from
by replacing each conjunct ¢(x1,...,x,) of ® by Rg” (X1, ..y xp).

We say that a constraint (=conjunct) in an instance of CSP(T") is false if it defines an
empty relation in I'. Note that a constraint R(x1,...,xx) might be false even if the relation
R is non-empty (simply because some of the variables from 1, ..., z, might be equal).

Proposition 43. Let I" be preserved by a binary injection f of type p1 that is E-dominated
in the second argument. Then the algorithm shown in Figure 2 is a polynomial-time reduc-
tion of CSP(I") to CSP(A), where A is the injectivization of I.

Proof. In the main loop, when the algorithm detects a constraint that is false and therefore
rejects, then ® cannot hold in I', because the algorithm only contracts variables x and y
when z = y in all solutions to ® — and contractions are the only modifications performed
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// Input: An instance ® of CSP(T") with variables V'

While ® contains a constraint ¢ that implies x = y for z,y € V do
Replace each occurrence of z by y in ®.
If ® contains a false constraint then reject

Loop

Accept if and only if inj(®P) is satisfiable in A.

Figure 2: Polynomial-time Turing reduction from the CSP(I") for I' closed under an un-
balanced binary injection, to the CSP of its injectivization A.

on the input formula ®. So suppose that the algorithm does not reject, and let ¥ be
the instance of CSP(I') computed by the algorithm when it reaches the final line of the
algorithm.

By the observation we just made it suffices to show that ¥ holds in I' if and only if
inj(¥) holds in A. Tt is clear that when inj(¥) holds in A then ¥ holds in ' (since the
constraints in inj(¥) have been made stronger). We now prove that if ¥ has a solution s
in I, then there is also a solution for inj(¥) in A.

Let s’ be any mapping from the variables to G such that for all distinct variables z,y
of ¥ we have that

o if E(s(x),s(y)) then E(s'(z),s (v));
e if N(s(x),s(y)) then N(s'(x),5'(y));
o if s(x) = s(y) then E(s'(z), s (y)).

Clearly, such a mapping exists. We claim that s’ is a solution to ¥ in I'. Since s’ must be
injective, it is then clearly also a solution to inj(W).

To prove the claim, let R(x1,...,x,) be a constraint in ¥ (where z1,...,z, is a list of
the variables of ¢ — R might have higher arity than n). Since we are at the final stage of the
algorithm, we can conclude that ¢ does not imply equality of any of the variables 1, ..., z,,
and so there is for all 1 <i < j < n a tuple t(*9) such that R(t("))) and t; # t; hold. Since
R(z1,...,xy,) is preserved by a binary injection, it is also preserved by injections of arbitrary
arity (it is straightforward to build such terms from a binary injection). Application of
an injection of arity (g’) to the tuples t*J) shows that R(z1,...,x,) contains an injective
tuple (t1,...,tn).

Consider the mapping 7 : {x1,...,2,} — G given by r(x;) := f(s(z;),;). This as-
signment has the property that for all 1 < ¢,j < n if E(s(x;),s(z;)), then E(r(x),r(y)),
and if N(s(z;),s(z;)) then N(r(x;),7(x;)), because f is of type pi. Moreover, if s(x;) =
s(xj) then E(r(z;),r(z;)) because f is E-dominated in the second argument. Therefore,
(s'(x1),...,8(xy)) and (r(z1),...,7(x,)) have the same type in G. Since f is a polymor-
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phism of I, we have that (r(z1),...,r(xy,)) satisfies the constraint R(x1,...,z,). Hence,
s’ satisfies R(x1,...,2,) as well.
In this fashion we see that s’ satisfies all the constraints of ¥, proving our claim. [

Definition 44. Let t be a k-tuple of distinct vertices of G, and let q be (g) Then B(t)
is the g-tuple (a12,a13,...,01k, G23,-..,0k—1k) € {0,1}% such that a;; = 0 if N(t;,t;)
and a; ; =1 if E(t;,t;). If R is a k-ary injective relation, then B(R) is the g-ary Boolean
relation {B(t) | t € R}. If ¢ is a formula that defines a relation R over G, then we also
write B(¢) instead of B(inj(R)). Finally, for an injective reduct T, we write B(T") for the
structure over a Boolean domain which has the relations of the form B(R), where R is a
relation of T'.

Proposition 45. Let I' be injective. Then CSP(I") can be reduced to CSP(B(I")) in poly-
nomial time.

Proof. Let ® be an instance of CSP(T"), with variable set W. We create an instance ¥
of CSP(B(I")) as follows. The variable set of U is the set of unordered pairs of variables
from ®. When ¢ = R(x1,...,2k) is a constraint in ®, then ¥ contains the constraint
B(R)(x1,2,213,--+, %1k, 2,1, --,Lk—1). It is straightforward to verify that ¥ can be
computed from ® in polynomial time, and that ® is a satisfiable instance of CSP(I") if and
only if ¥ is a satisfiable instance of CSP(B(I")). O

The Boolean majority operation is the unique ternary function f on a Boolean domain
satisfying f(z,z,y) = f(x,y,z) = f(y,x,z) = z. The Boolean minority operation is
the unique ternary function f on a Boolean domain satisfying f(z,x,y) = f(z,y,x) =
fly,z,2) =y.

The following proposition, together with Propositions 43 and 45 solves the case where
Pol(T") contains a ternary injection of type minority or majority as well as one of the
functions of Theorem 30 which are unbalanced and of type projection. It thus shows
tractability of Cases (b) and (c) of Proposition 26 given that none of the other cases
applies.

Proposition 46. Let I' be injective, and suppose it has an polymorphism of type minority
(magjority). Then B(I') has a minority (majority) polymorphism, and hence CSP(B(T))
can be solved in polynomial time.

Proof. Tt is straightforward to show that B(T') has a minority (majority) polymorphism.
It is well-known (see [22]) that CSP(B(I")) can then be solved in polynomial time. O

F.4 Tractability of type minority with balanced projections

We show tractability of reducts I' which have a polymorphism of type minority as well as
a binary canonical injection of type p; which is balanced. We start by proving that the
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relations of such reducts can be defined in G by first-order formulas of a certain restricted
syntactic form; this normal form will later we essential for our algorithm.

A Boolean relation is called affine if it can be defined by a conjunction of linear equa-
tions modulo 2. It is well-known that a Boolean relation is affine if and only if it is preserved
by the Boolean minority operation (for a neat proof, see e.g. [15]).

In the following, we denote the Boolean exclusive-or connective (xor) by @®.

Definition 47. A graph formula is called edge affine if it is a conjunction of formulas of
the form

TIFYPY VT F Y
\/(ul#vl/\---/\ul;ﬁvl
A E(ui,v1) ® - ® E(w,v) = p)
V(up=vi A Ay =),

where p € {0,1}, variables need not be distinct, and each of k and 1 can be 0.

Definition 48. A ternary operation f : V3 — V is called tame if for every ¢ € V, the
binary operations (z,y) — f(z,y,c), (z,z) — f(x,¢,2), and (y,z) — f(c,y,2) are balanced
injections of type p1.

Observe that the existence of tame operations and even tame minority operations fol-
lows from the fact that G contains all countable graphs as induced subgraphs.

Proposition 49. Let R be a relation with a first-order definition over G. Then the fol-
lowing are equivalent:

1. R can be defined by an edge affine formula;
2. R is preserved by every injection of type minority which is tame;

3. R is preserved by an injection of type minority, and a balanced binary injection of
type p1.

Proof. We first show the implication from 1 to 2, that n-ary relations R defined by edge
affine formulas W(z1,...,z,) are preserved by tame functions f of type minority. By
injectivity of f, it is easy to see that we only have to show this for the case that ¥ does
not contain disequality disjuncts (i.e., k = 0). Now let ¢ be a clause from W, say

qﬁ::(ul;ﬁvl/\w'/\ul#vl
A (E(ui,v1) @ - @ E(u,v) =p))
V (ulzvl/\---/\ul:vl),
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for p € {0,1} and uy,...,u;,v1,...,v € {x1,...,2,}. In the following, it will sometimes
be notationally convenient to consider tuples in G satisfying a formula as mappings from
the variable set of the formula to V. Let t1,ts,t3 : {x1,...,2,} — V be three mappings
that satisfy ¢. We have to show that the mapping ¢y : {x1,...,2,} — V defined by
to(x) = f(ti(x),ta(x), t3(x)) satisfies ¢.

Suppose first that each of t1,to,t3 satisfies u; # v1 A --- Aw; # v;. In this case,
to(ur) # to(vi) A -+ Ato(wy) # to(vy), since f preserves #. Note that F(to(u;),to(vs)),
for 1 < ¢ < [, if and only if E(tl(ui)jtl(vi)) D E(tg(ui),tg(vi)) D E(tg(ui),tg(’vi)) = 1.
Therefore, since each t1,t, t3 satisfies E(uy,v1) @ -+ @ E(u,v;) = p, we find that ¢y also
satisfies E(uj,v1) @ -+ ® E(uj,v) =pdpdp=p.

Next, suppose that one of t1,ts,t3 satisfies u; = v; for some (and therefore for all)
1 < i < [I. By permuting arguments of f, we can assume that ¢;(u;) = t1(v;) for all
i € {1,...,1}. Since the function f is tame, the operation g : (y,2) — f(t1(u;),y, 2) is
a balanced injection of type p;. Suppose that t2(u;) = t2(v;). Then E(to(u;),to(vi)) if
and only if E(t3(u;),ts3(v;)), since g is balanced. Hence, t( satisfies ¢. Now suppose that
to(u;) # ta(vi). Then E(to(u;),to(v;)) if and only if E(ta(u;),t2(v;)), since g is of type p;.
Again, tg satisfies ¢. This shows that f preserves ¢, and hence also V.

The implication from 2 to 3 is trivial, since every tame function of type minority
generates a balanced binary injection of type p; by identification of two of its variables.
It is also here that we have to check the existence of tame injections of type minority; as
mentioned above, this follows easily from the universality of G.

We show the implication from 3 to 1 by induction on the arity n of the relation R. Let
g be the balanced binary injection of type p1, and let A be the operation of type minority.
For n = 2 the statement of the theorem holds, because all binary relations with a first-order
definition in G can be defined over G by expressions as in Definition 47:

e Forz#£yweset k=1and ! =0.

e For ~F(x,y) we canset k=0, =1,p=0.

e For - N(z,y) we can set k =0,l=1,p= 1.

e Then, E(x,y) can be expressed as (z # y) A ~N(z,y).

e N(xz,y) can be expressed as (z # y) A ~E(x,y).

e r =y can be expressed as ~F(z,y) A “N(x,y).

e The empty relation can be expressed as F(z,y) A N(z,y).

e Finally, V2 can be defined by the empty conjunction.

For n > 2, we construct the formula ¥ that defines the relation R(z1,...,x,) as follows.

If there are distinct ¢,j € {1,...,n} such that for all tuples ¢ in R we have t; = t;, consider
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the relation defined by Jx;.R(zx1, ..., x,). This relation is also preserved by g and h, and by
inductive assumption has a definition ® as required. Then the formula ¥ := (z; = z; A @)
proves the claim. So let us assume that for all distinct ¢,j there is a tuple t € R where
t; # t;. Note that since R is preserved by the binary injective operation g, this implies
that R also contains an injective tuple.

Since R is preserved by an operation of type minority, the relation B(inj(R)) is pre-
served by the Boolean minority operation, and hence has a definition by a conjunction of
linear equations modulo 2. From this definition it is straightforward to obtain a definition
®(z1,...,2y) of inj(R) which is the conjunction of A x; # x; and of formulas of the
form

1<j<n

E(uy,v1) @+ @ E(uw,v) =p,
for uy,...,uj,v1,...,v € {x1,...,2,}. It is clear that we can assume that none of the
formulas of the form E(uj,v1) ® - - @ E(u;,v;) = p in ® can be equivalently replaced by a
conjunction of shorter formulas of this form.

For all 4,5 € {1,...,n} with ¢ < j, let R;; be the relation that holds for the tuple
(.Il, ey L1y L1y e v oy :L‘n) iff R(l‘l, sy L1, Tgy Tjt1y - - - ,CCn) holds. Because Ri,j is pre-
served by g and h, but has arity n — 1, it has a definition ®;; as in the statement by
inductive assumption. We call the conjuncts of ®;; also the clauses of ®; ;. We add to
each clause of ®; ; a disjunct z; # ;.

Let ¥ be the conjunction composed of conjuncts from the following two groups:

1. all the modified clauses from all formulas ®; ;;

2. when ¢ = (E(uj,v1) ® -+ ® E(u;,v;) = p) is a conjunct of ®, then ¥ contains the
formula

(up i A~ ANug £ v N @)
V(ug =v1 A Aup = 1y) .

Obviously, V is a formula in the required form. We have to verify that ¥ defines R.
Let ¢t be an n-tuple such that ¢t ¢ R. If ¢ is injective, then ¢ violates a formula of the
form
E(ui,v1)® - @® E(u,v) =p

from the formula ® defining inj(R), and hence it violates a conjunct of ¥ of the second
group. If there are 7, j such that ¢; = t; then the tuple thi=(ty, ..ttty .. tn) & R; ;.
Therefore some conjunct ¢ of ®; ; is not satisfied by t', and ¢ V x; # x; is not satisfied by
t. Thus, in this case ¢ does not satisfy ¥ either.

It remains to verify that all ¢ € R satisfy W. Let ¢ be a conjunct of ¥ created from
some clause in ®; ;. If t; # t;, then 1) is satisfied by ¢ because ¢ contains x; # z;. If t; = ¢,
then (t1,...,ti—1,tit1,.-.,tn) € R; ; and thus this tuple satisfies ®; ;. This also implies
that ¢ satisfies ¢b. Now, let ¢ be a conjunct of ¥ from the second group. We distinguish
three cases.
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1. For all 1 < i <[ we have that t satisfies u; = v;. In this case we are clearly done
since t satisfies the second disjunct of .

2. For all 1 <4 <[ we have that t satisfies u; # v;. Suppose for contradiction that ¢ does
not satisfy E(uj,v1) ® -+ ® E(u;,v;) = p. Let r € R be injective, and consider the
tuple s := g(t,r). Then s € R, and s is injective since the tuple r and the function
g are injective. However, since g is of type p1, we have E(s(u;), s(v;)) if and only
if E(t(u;),t(v;)), for all 1 < ¢ < [. Hence, s violates the conjunct E(uj,vi) ® -+ &
E(uj,v;) = p from ®, a contradiction since s € inj(R).

3. The remaining case is that there is a proper non-empty subset S of {1,...,l} such
that t satisfies u; = v; for all ¢ € S and ¢ satisfies u; # v; for all ¢ € {1,...,n}\ S.
We claim that this case cannot occur. Suppose that all tuples ¢’ from inj(R) satisfy
that @,;cq F(ui,v;) = d for some d € {0,1}. In this case we could have replaced
E(uy,v1) @ --- @ E(u,v;) = p by the two shorter formulas @, ¢ E(u;,v;) = d and
Dicq1,..np\s E(ui,vi) = p @ d, in contradiction to our assumption on @. So, for
each d € %0,1} there is a tuple sq € inj(R) where @, g E(u;,v;) = d (and thus
Dicqr,..np\s E(ui, vi) = p @ d). Now, for the tuple g(t, s1—p) we have

@E(ui,vi) = @E(ui,’ui)@ @ E(ui,vi)

1€[n] €S i€[n]\S
=p@(pd(1-p)
=1l-p#p

which is a contradiction since g(t, s1—p) € inj(R).
Hence, all t € R satisfy all conjuncts 1 of . We conclude that ¥ defines R. O

We now present a polynomial-time algorithm for CSP(T") for the case that I' has finitely
many edge affine relations.

Definition 50. Let I' only have edge affine relations, and let ® be an instance of CSP(T).
Then the graph of ® is the (undirected) graph whose vertices are unordered pairs of distinct
variables of ®, and which has an edge between distinct sets {a,b} and {c,d} if ® contains
a constraint whose definition as in Definition 47 has a conjunct of the form

(s Zvi A Aw # o A (B(ug,01) © -+ @ E(w,v) = p))
V(up=v1 A Aug = 1y)

such that {a,b} = {u;, v;} and {c,d} = {uj,v;} for somei,j e {1,...,1}.

It is clear that for I' with finite signature, the graph of an instance ® of CSP(I') can
be computed in linear time from ®.
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// Input: An instance ® of CSP(T") with variables V'
Repeat
For each connected component C' of the graph of ® do
Let ¥ be the affine Boolean formula inj(®, C').
If ¥ is unsatisfiable then
For each {z,y} € C do
Replace each occurrence of = by y in ®.
If ® contains a false constraint then reject
Loop
Until inj(®, C) is satisfiable for all components C
Accept

Figure 3: A polynomial-time algorithm for CSP(I") when I is preserved by a tame operation
of type minority.

Definition 51. Let I' only have edge affine relations, and let ® be an instance of CSP(T).
For a set C of 2-element subsets of variables of ®, we define inj(®,C') to be the following
affine Boolean formula. The set of variables of inj(®,C') is C'. The constraints of inj(®, C)
are obtained from the constraints ¢ of ® as follows. If ¢ has a definition as in Definition 47
with a clause of the form

(u1 #le‘--/\ul75111/\(E(u1,v1)@"'@E(UlaUl):P))
\/(u1 :le---/\ul:vl)

where all pairs {u;,v;} are in C, then inj(®,C) contains the conjunct {uy,v1} @ - @
{u, v} =p.

Tractability of Case (d) of Proposition 26 now follows from the following proposition
and Proposition 49.

Proposition 52. Let I' = (V;E,N,#,...) be a reduct of G with a finite signature and
which is preserved by a tame function of type minority. Then the algorithm shown in
Figure 3 solves CSP(T") in polynomial time.

Proof. We first show that when the algorithm detects a constraint that is false and therefore
rejects in the innermost loop, then ® must be unsatisfiable. Since variable contractions
are the only modifications performed on the input formula @, it suffices to show that
the algorithm only equates variables x and y when x = y in all solutions. To see that
this is true, assume that ¥ := inj(®,C) is an unsatisfiable Boolean formula for some
connected component C. Hence, in any solution s to ® there must be a {z,y} in C such
that s(z) = s(y). It follows immediately from the definition of the graph of ® that then
s(u) = s(v) for all {u,v} adjacent to {z,y} in the graph of ®. By connectivity of C,
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we have that s(u) = s(v) for all {u,v} € C. Since this holds for any solution to ®, the
contractions in the innermost loop of the algorithm preserve satisfiability.

So we only have to show that when the algorithm accepts, there is indeed a solution
to ®. When the algorithm accepts, we must have that inj(®,C) has a solution s¢ for all
components C' of the graph of ®, and no equality is forced by an individual constraint.
Let s be a mapping from the variables of ® to the V such that E(z;, x;) if {x;,2;} is
in component C of the graph of ® and sc({z;,z;}) = 1, and N(x;, z;) otherwise. It is
straightforward to verify that this assignment satisfies all of the constraints. O

F.5 Tractability of type majority with balanced projections

We turn to Case (e) of Proposition 26, i.e., the case where I" has ternary injection of type
majority and a binary canonical injection of type p; which is balanced.

A Boolean relation is called bijunctive if it can be defined by a conjunction of clauses
of size at most two (i.e., it is the solution set to a 2SAT instance). It is well-known that
a Boolean relation is bijunctive if and only if it is preserved by the Boolean majority
operation (see e.g. [15]).

Definition 53. A relation R on G is called graph bijunctive if it can be defined in G by
a congunction of disjunctions of disequalities, and of formulas of the form

TIFPNV VT £ Y
\Y (u1 # v1 A ug #Ug/\(X(ul,’Ul)\/Y(UQ,’Ug)))
\/(ulzvl/\u2:v2),

where X, Y € {E, N}, variables need not be distinct, and k can be 0.

Proposition 54. Let R be a relation with a first-order definition in G. Then the following
are equivalent.

1. R is graph bijunctive;
2. R is preserved by every tame function of type majority;
3. R is preserved by a function of type majority and a balanced injection of type p1.

Proof. The proof is very similar to the proof of Proposition 49. We first show the implica-
tion from 1 to 2, that relations that are graph bijunctive are preserved by tame functions f
of type majority. By injectivity of f, it suffices to show this for the case that the formulas
do not contain disequality disjuncts (i.e., & = 0). Since the clauses ¢ of such a formula
are such that B(¢) is bijunctive, the claim follows from the fact that bijunctive Boolean
relations are preserved by the Boolean majority operation in very much the same way as
in Proposition 49.
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For the implication from 2 to 3, observe that tame functions of type majority exist since
G is universal, and that identifying two variables of such an operation yields a balanced
injection of type p;.

We show the implication from 3 to 1 by induction on the arity n of the relation R. Let ¢
be the balanced binary injection of type pi, and let h be the operation of type majority. For
n = 2 the statement of the proposition holds because all binary relations with a first-order
definition over G can be defined as in Definition 53.

o for ~F(r,y) wecanset k =0, X =Y := N, uy = v1 := x, ug = vy := y; dually,
- N(z,y) can be defined;

e For x # y, this is trivial;

e E(x,y) can be defined as the conjunct of x # y and =N (z,y); dually, we can define
N(z,y);

e The relation = = y can be obtained as the conjunction of =E(x,y) and =N (z,y);
e The empty relation is obtained as the conjunction of E(x,y) and N(x,y);
e Finally, V2 can be defined by the empty conjunction.

For n > 2, we construct the formula ¥ that defines the relation R(zx1, ..., x,) as follows.
If there are distinct 4,5 € {1,...,n} such that for all tuples ¢ in R we have t; = t;, consider
the relation defined by Jx;.R(z1, ..., x,). This relation is also preserved by g and h, and by
inductive assumption has a definition ® as required. Then the formula ¥ := (2; = z; A @)
proves the claim. So let us assume that for all distinct ¢,j there is a tuple t € R where
t; # t;. Note that since R is preserved by the binary injective operation g, this implies
that R also contains an injective tuple.

Since R is preserved by a function of type majority, the relation B(inj(R)) is preserved
by the Boolean majority operation, and hence is bijunctive. From this definition it is
straightforward to obtain a definition ®(z1,...,x,) of inj(R) which is the conjunction of
/\1§i<j§n x; # x; and of formulas of the form E(u,v), N(u,v), or

X(ul,vl) V Y(ul, ’Ul) ,

for uy,ug,vi,v2 € {z1,...,2,}, and X,Y € {E, N}. We can assume (by removing succes-
sively literals from clauses) that this formula is reduced, i.e., that each of the conjuncts is
such that removing any of its literals results in an inequivalent formula.

For all 7,5 € {1,...,n} with i < j, let R;; be the relation that holds for the tuple
(1, Tim1, Tig1s - - -, @) iff R(x1,..., 251,25, %it1,...,2,) holds. Because also R;; is
preserved by g and h, but has arity n — 1, it has a definition ®;; as in the statement by
inductive assumption. We call the conjuncts of ®; ; also the clauses of ®; ;. We add to
each clause of ®; ; a disjunct z; # ;.

Let ¥ be the conjunction composed of conjuncts from the following two groups:
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1. all the modified clauses from all formulas ®; ;;

2. when ¢ = (X (u1,v1) VY (ug,v2)) is a conjunct of ®, then ¥ contains the formula
(¢AU1 # v1 A us 751)2)\/(11,1 =v1 N\ ug :1)2) .

Obviously, V is a formula in the required form. We have to verify that ¥ defines R.

Let ¢ be an n-tuple such that ¢t ¢ R. If ¢ is injective, then since t ¢ inj(R), it violates
a clause of the form X (uj,v1) V Y (uy,v1) of @, and hence the corresponding clause in W.
If there are 7,7 such that t; = t; then the tuple toi= (t1, .o ti1,tigt, . tn) & R; ;.
Therefore some conjunct ¢ of ®; ; is not satisfied by t', and ¢ V x; # x; is not satisfied by
t. Thus, in this case ¢ does not satisfy ¥ either.

It remains to verify that all ¢ € R satisfy W. Let ¢ be a conjunct of ¥ created from
some clause in ®; ;. If t; # t;, then v is satisfied by ¢ because 1) contains x; # x;. If t; = t;,
then (t1,...,ti—1,tit1,...,tn) € R;; and thus this tuple satisfies ®; ;. This also implies
that t satisfies ¢. Now, let ¢ be a conjunct of ¥ from the second group, so it is of the form

P = (u1 75 V1 N\ ug 75 9 N\ (X(ul,vl) V Y(UQ,UQ)))
V (ulzvl/\’u,gzvg).

We distinguish three cases.

1. The tuple t satisfies both u; = v; and us = vo. In this case we are clearly done since
t satisfies the second disjunct of .

2. The tuple ¢ satisfies u1 # vo and us # ve. Then the argument is exactly the same as
the argument in the proof of Proposition 49.

3. The remaining case is that ¢ satisfies u; = v1 and uy # vy (or u; # v; and ug =
v2, but the proof there is symmetric). We claim that this case cannot occur. If ¢
satisfies Y (ug, v2), we are done; so let us assume that ¢ satisfies =Y (u2, v2). Since we
assumed that ® is reduced, it follows that there exists a tuple s € inj(R) (and hence
in R) where =X (u1,u1) and Y (uy, v1); otherwise, we could have replaced the clause
X(u1,v1) VY (u2,v2) by X(ui,v1). Then the tuple r := g(¢, s) is also injective, and
satisfies =Y (ug,uz) (since g is of type p1) and it also satisfies =X (u1,v1) (since g is
balanced). Since ¢ is injective, we have found a tuple r € inj(R) that does not satisfy
X (ui,v1) VY (ur,v1), a contradiction.

O]

Combining the following proposition with Proposition 54 finishes the proof of tractabil-
ity of Case (e) of Proposition 26.
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Proposition 55. Let I' = (V; E,N,#,...) be a reduct of G with a finite signature and
which is preserved by a tame function of type majority. Then CSP(I') can be solved in
polynomial time.

Proof. The algorithm for CSP(T") is a straightforward adaptation of the procedure given
in Figure 3, with the difference that instead of affine Boolean equation systems we have to
solve 2-SAT instances in the inner loop. O

F.6 Tractability of types max and min

We are left with the case where I has a canonical binary injective polymorphism of type
max or min, which corresponds to Case (f) of Proposition 26.

We claim that we can assume that this polymorphism is either balanced, or of type
max and FE-dominated, or of type min and N-dominated.

Proposition 56. IfT' = (V; E,N,#,...) is a reduct of the random graph that has a canon-
ical binary injective polymorphism of type max (min), then it also has a canonical binary
injective polymorphism of type max which is balanced or E-dominated (N -dominated).

Proof. We prove the statement for type max (the situation for min is dual). Let p be the
polymorphism of type max. Then h(z,y) := p(x,q(z,y)) is not N-dominated in the first
argument; this is easy to see. But then p(h(z,y), h(y, x)) is either balanced or E-dominated,
and still of type max. O

We will need the following result which was shown in [3, Proposition 14]. For a relational
structure I', we denote by I the expansion of I' that also contains the complement for each
relation in I'. We call a homomorphism between two structures I' and A strong if it is also
a homomorphism between [ and A.

Proposition 57. Let I' be an w-categorical homogeneous structure such that CSP(f‘) 8
tractable, and let A be a reduct of I'. If A has a polymorphism which is a strong homo-
morphism from T2 to T, then CSP(A) is tractable as well.

In the following, a strong homomorphism from a power of I' to I' will be called strong
polymorphism. We apply Proposition 57 to our setting as follows.

Proposition 58. Let I' = (V; E,N,#,...) be a reduct of G with a finite signature, and
which is preserved by a binary canonical injection which is of type max and balanced or
E-dominated, or of type min and balanced or N-dominated. Then CSP(I') can be solved
i polynomaial time.

Proof. We have the following.

e A canonical binary injection which is of type min and N-dominated is a strong
polymorphism of (V; E, =).
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e A canonical binary injection which is of type max and E-dominated is a strong
polymorphism of (V; N, =).

e A canonical binary injection which is of type max and balanced is a strong polymor-
phism of (V;-FE, =).

e A canonical binary injection which is of type min and balanced is a strong polymor-
phism of (V;-N,=).

The tractability result follows from Proposition 57, because
CS:P(‘/7 E, _|E’ N’ # N7 :’ #)

can be solved in polynomial time. One way to see this is to verify that all relations are
preserved by a tame polymorphism of type majority, and to use the algorithm presented
in Section F.5. 0

This completes the proof of Proposition 26!

G Classification

By Theorem 1, all reducts of the random graph with finitely many relations define a CSP
which is either tractable or NP-complete. We now give a list of 17 reducts I' with the
following properties (assuming that P# NP): (1) For any reduct A with finitely many
relations, CSP(A) is in P if and only if the relations of A are a subset of one of the reducts
of our list, and (2) the list is minimal, i.e., if one reduct I' is removed from our list, then
the list loses property (1).

Clearly, if we add relations to a reduct I', then the CSP of the structure thus obtained
is computationally at least as complex as the CSP of I'. On the other hand, by Theo-
rem 13, adding relations with a primitive positive definition to a reduct does not increase
the computational complexity of the corresponding CSP more than polynomially. In this
section, we consider the lattice of reducts of G which are closed under primitive positive
definitions (i.e., which contain all relations that are primitive positive definable from the
reduct), and describe the border between tractability and NP-completeness in this lattice.
We remark that the reducts will, since we expand them by all primitive positive definable
relations, have infinitely many relations, and hence do not define a CSP; however, as al-
ready stated earlier, consider a reduct I' tractable if and only if all structures with domain
V' which have finitely many relations, all taken from I', have a tractable CSP. Similarly, we
consider a reduct I to be hard if it has at least one hard relation. With this convention, it
is interesting to determine the mazimal tractable reducts, i.e., those reducts closed under
primitive positive definitions which do not contain any hard relation and which cannot be
further extended without losing this property.

48



Recall the notion of a clone from Section C. By Theorem 4 and Proposition 5, the
lattice of primitive positive closed reducts of G and the lattice of locally closed clones
containing Aut(G) are antiisomorphic via the mappings I' — Pol(I") (for reducts I') and
C — Inv(C) (for clones C). We refer to the introduction of [4] for a detailed exposition
of this well-known connection. Therefore, the maximal tractable reducts correspond to
minimal tractable clones, which are precisely the clones of the form Pol(T") for a maximal
tractable reduct. Determining these minimal tractable clones is the goal of this section.

Definition 59. Let B be a behavior for binary functions on G. A ternary injection f :
V3 — V is hyperplanely of type B if the binary functions (z,y) — f(z,y,c), (z,2)
f(z,e,2), and (y,z) — f(c,y, z) have behavior B for all c € V.

We have already met a special case of this concept in Definition 48 of Section F.4: A
ternary function is tame if and only if it is hyperplanely balanced and of type p;.

We now define some more behaviors of binary functions which will appear “hyper-
planely” in ternary functions in our classification.

Definition 60. A binary injection f : V2 — V is of type
e F-constant if the image of f is a clique;
e N-constant if the image of f is an independent set;

e xnor if for all u,v € V2 with ##(u,v) the relation E(f(u), f(v)) holds if and only if
EE(u,v) or NN(u,v) holds;

e xor if for all u,v € V? with ##(u,v) the relation E(f(u), f(v)) holds if and only if
neither EE(u, v) nor NN(u,v) hold.

Before stating the theorem that lists the minimal tractable polymorphism clones of
reducts of GG, we observe that if two canonical functions f,g : V* — V have the same
behavior, then they generate the same clone. This follows easily from the homogeneity of
G and by local closure.

Theorem 61. The following 17 distinct clones are precisely the minimal tractable local
clones containing Aut(G):

1. The clone generated by a constant operation.
The clone generated by a balanced binary injection of type max.
The clone generated by a balanced binary injection of type min.

The clone generated by an E-dominated binary injection of type max.

DA R

The clone generated by an N-dominated binary injection of type min.
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6. The clone generated by a function of type majority which is hyperplanely balanced
and of type projection.

7. The clone generated by a function of type majority which is hyperplanely E-constant.
8. The clone generated by a function of type majority which is hyperplanely N -constant.

9. The clone generated by a function of type majority which is hyperplanely of type max
and E-dominated.

10. The clone generated by a function of type majority which is hyperplanely of type min
and N -dominated.

11. The clone generated by a function of type minority which is hyperplanely balanced
and of type projection.

12. The clone generated by a function of type minority which is hyperplanely of type
projection and E-dominated.

13. The clone generated by a function of type minority which is hyperplanely of type
projection and N -dominated.

14. The clone generated by a function of type minority which is hyperplanely of type xnor
and E-dominated.

15. The clone generated by a function of type minority which is hyperplanely of type xor
and N-dominated.

16. The clone generated by a binary injection which is E-constant.
17. The clone generated by a binary injection which is N -constant.

Proof. We briefly discuss the tractability of these clones: Clone 1 is tractable by Proposi-
tion 10, and Clones 2 to 5 are tractable by Case (f) of Proposition 26. The clones generated
by a function of type majority or minority (Clones 6 to 15) are tractable by Cases (b) to (e)
of Proposition 26: in those cases, certain binary canonical injections of type projection are
required — these are obtained by identifying any two variables of the function of type ma-
jority / minority; Figure 4 shows which function of type majority / minority yields which
type of binary injection. We leave the verification to the reader. Finally, let f(z,y) be
an FE-constant binary injection generating Clone 16, and denote the reduct corresponding
to this clone by I". Then g(z) := f(z,z) is a homomorphism from I' to the structure A
induced by the image g[V] in I'. This structure A is invariant under all permutations of
its domain, and hence is definable in (g[V]; =); such structures definable by equality only
have been called equality constraint languages in [5], and their computational complex-
ity has been classified. The structure A has a binary injection among its polymorphisms
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Binary injection type p1 Type majority Type minority

Balanced Hp. balanced, type p1 | Hp. balanced, type p;
FE-dominated Hp. E-constant Hp. type p1, E-dominated
N-dominated Hp. N-constant Hp. type p1, N-dominated

Balanced in 1st, E-dom. in 2nd arg. | Hp. type max, E-dom. | Hp. type xnor, F-dom.
Balanced in 1st, N-dom. in 2nd arg. | Hp. type min, N-dom. | Hp. type xor, N-dom.

Figure 4: Minimal tractable canonical functions of type majority / minority and their
corresponding canonical binary injections of type projection.

(namely, the restriction of f to A). It then follows from the results in [5] that CSP(A) is
tractable. Hence, CSP(T") tractable as well, since I' and A are homomorphically equivalent
(cf. Proposition 6). The argument for Clone 17 is identical.

It is not difficult to see and even automatically verifiable that the clones are all distinct
— a task we leave to the reader or his computer.

We now show minimality for each clone, i.e., we show for each clone C of the theo-
rem that any subclone of C containing Aut(G) is not tractable. By the results of [10],
Clones 1 to 5 only have the clone generated by Aut(G) as proper subclone; this latter
clone corresponds to an NP-complete problem since it only contains essentially unary
functions (see [3]), and hence minimality follows. The largest proper subclone of Clone 16
which contains Aut(G) is the clone generated by ep — this clone contains only essen-
tially unary functions, and hence is hard. The same argument proves minimality for
Clone 17. In order to show minimality for the rest of the clones (Clones 6 to 15), we
need the following notation: For a ternary function ¢ and a binary function p, we define
a ternary function s by s(z,vy, 2) := t(p(z,v),p(y, 2), p(z,z)), and a ternary function w by
w(z,y, z) == s(p(x,y),p(y,2),p(z,x)). Let C be one of the Clones 6 to 15, and suppose
that D is a tractable subclone. Then Proposition 26 applies to D, and since C contains no
binary injection of type max or min, we see that D contains a function of type majority
or minority; denote this operation by . Moreover, D contains a binary canonical injection
p of type projection by Theorem 30. But then it contains also the function w as defined
above, which is one of the functions generating Clones 6 to 15 (which of the functions
depends on the precise behavior of p, and is shown in Figure 4 — we leave the verification
to the reader). Hence D = C.

We now show that there are no other minimal tractable clones except for those of the
theorem. Suppose that C is any minimal tractable clone, and denote by I' the corresponding
reduct. We apply Theorem 7. If C contains a constant operation, then it contains Clone 1,
and hence is equal to this clone by minimality. So we assume that this is not the case.
Assume next that C contains eg. Then consider the structure A induced in I' on the
image ep[V]. Since I' and A are homomorphically equivalent, CSP(A) is tractable. Since
A is definable in the structure (eg[V];=) it follows from the results in [5] that it has a
polymorphism which is either a constant or a binary injection. The former case is impossible
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as otherwise also I'" has a constant polymorphism by composing the constant of A with
er. Let thus f(z,y) be the binary injection on e[V] which is a polymorphism of A. Then
g(z,y) == fleg(z),er(y)) is a polymorphism of I'. But g is a binary canonical injection
which is F-constant, and hence C contains Clone 16 of our list. By minimality, C is equal to
this clone. The argument when C contains ey is identical. Hence by Theorem 11 it remains
to consider the case where the endomorphisms of I' are generated by its automorphisms.
Let G := Aut(T"). By Theorem 13 there are five possibilities for G. Suppose first that G
is the group of all permutations on V. Then the assumption that C contains no constant
operation and the tractability of C imply that G contains all binary injections, by the results
of [5]. In particular, C contains, say, a balanced binary canonical injection operation of type
max. But then the clone generated only by this operation and Aut(G) is a tractable proper
subclone of C, contradicting the minimality of C. Hence, G cannot contain all permutations.
Next consider the case where G is the group generated by the function — : V' — V together
with Aut(G). Then the hard relation P®) consists of only one orbit in I, and hence is
violated by an automorphism of I'. This is a contradiction since the function — preserves
P®). Now suppose that G contains sw and is a proper subgroup of the full symmetric
group. Then the hard relation 7" has just one orbit in I', and since T" must be violated,
it is also violated by an endomorphism, and hence also an automorphism of I'. This is
again a contradiction since the functions in G preserve T'. It remains to consider the case
G = Aut(Q); this implies that all polymorphisms of I' preserve E and N, so I' contains
the relations £ and N. Thus Proposition 26 applies, and C contains a binary canonical
injection of type max or min, or a function of type minority or majority. If it contains
a canonical injection of type max or min, then it contains one of the Clones 2 to 5 by
Proposition 56. Otherwise, it contains an a function of type minority or majority, and one
of the binary canonical injections of type projection listed in Theorem 30. As in the proof
of the minimality of Clones 6 to 15 above, building the terms s and w one can now show
that C contains one of the clones of our list. O

By inspection of all hardness proofs in this paper and the hardness proofs in [5], we
also obtain the following. The relation Eg refers to a relation that forces the clone Pol(Eg)
to contain precisely all unary injective operations, and no other operations, and is defined
by

{($1ax27y17y2521722) S V6 | (.’E]_ :932/\91 7’53/2/\21 7é Z?)
Vo (my #£x2 ANy1 = y2 N 21 # 22)
Vo (z1 # @Ayt #ya ANz1 = 22)} .

Corollary 62. For all reducts I" of G, CSP(T") is tractable, or one of the following relations
has a primitive positive definition in T': the relation Eg, or the relation T, H, or P®).

Figure 5 showing the border between the hard and the tractable clones. The picture
contains all minimal tractable clones as well as all maximal hard clones, plus some other
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clones that are of interest in this context. When two clones are connected by a line, we
do not mean to imply that there are no other clones between them which are not shown
in the picture. Clones are symbolized with a double border when they have a dual clone
(generated by the dual function in the sense of Definition 29, whose behavior is obtained
by exchanging F with N, max with min, and xnor with xor). Of two dual clones, only one
representative (the one which has F and max in its definition) is included in the picture.
The numbers of the minimal tractable clones refer to the numbers in Theorem 61. “F-
semidominated” refers to “balanced in the first and E-dominated in the second argument”.

Interestingly, our classification result can be put into the form of the so-called tractabil-
ity conjecture [12] for finite domain CSPs. This conjecture says that a finite structure
I" where all endomorphisms are automorphisms either admits a primitive positive inter-
pretation of ({0,1};{(0,0,1),(0,1,0),(1,0,0)}), and CSP(I') is NP-hard, or else I" has a
four-ary polymorphism f that satisfies f(y,y,z,z) = f(z,x,z,y) = f(y,x,y,z) for all ele-
ments z,y of I', and CSP(I") can be solved in polynomial time. The only part that is open
in the tractability conjecture is whether the existence of a polymorphism with the given
properties implies polynomial-time tractability. We show that an analogous version of the
tractability conjecture is true for constraint languages I' that are reducts of the random
graph.

Theorem 63. Let T’ be a reduct of (V; E). Then exactly one of the following holds.

e I' has a canonical 4-ary polymorphism f and automorphisms aq and ag such that for
all x,y € V we have

fWy, . x) = on(f(z, 2, 3,y) = aa(f(y, 2,9, @) -
In this case, CSP(I") is tractable.

e I' admits a primitive positive interpretation of ({0,1};{(0,0,1),(0,1,0),(1,0,0)}). In
this case, CSP(T") is NP-complete.

Before we derive this statement from what was shown earlier, we prove a general lemma
that will certainly be useful also in other contexts. As usual in universal algebra, when A
is an algebra! we denote by A* the k-th direct power A x --- x A of A, and by H(A) the
set of all algebras with the same signature as A that are homomorphic images of A. A
factor of an algebra is the homomorphic image of a subalgebra of A.

Lemma 64. Let (D; f) be an algebra with domain D. Suppose f is a k-canonical poly-
morphism of a structure I' with domain D, and suppose that I' has a finite number m
of k-types. Then there is an algebra ({1,...,m}; f) in H((D; f)¥). Moreover, when T is
homogeneous and the maximal arity of the relations in I is less than or equal to k, then

'In universal algebra, an algebra, is simply a structure with a purely functional signature.
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Figure 5: The border: Minimal tractable and maximal hard clones containing Aut(G).
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({1,...,m}; f) satisfies a universally quantified atomic formula t1(Z) = to(Z) if and only
if there is an automorphism « of T' such that (D; f, «) satisfies

V. t1(Z) = a(ta(T))

Proof. Let T1, ..., T,, be the k-types of . Define yu: D¥ — {1,...,m} by u(t1,...,tx) =i
if (t1,...,t) has type T;. Since f is k-canonical, the kernel of y is a congruence of (D; f)*,
and we obtain ({1,...,m}; f) as a factor algebra.

Now suppose that I' is homogeneous and the maximal arity of I' is less than or equal
to k. To prove the two implications from the statement, let @ be an automorphism of
I’ such that (D; f,«) satisfies VZ. t1(Z) = a(t2(Z)). Then the kernel of p is certainly
also a congruence ~ of (D; f,a). All universally quantified atomic formulas satisfied by
an algebra also hold in products and homomorphic images, and therefore the sentence
Vz. t1(Z) = a(t2(z)) also holds in the quotient-algebra A := (D; f,«)/ ~. Since a denotes
the identity in this quotient algebra, we can assume wlog that A = ({1,...,m}; f,id). It
follows that ({1,...,m}; f) satisfies Vz. t1(Z) = t2(Z).

For the opposite direction, we show the existence of the required automorphism « of I'
as follows. Let p be the length of the vector . By local closure, it suffices to show that
for every finite subset S = {d1,...,dy} of DP there is an automorphism § of I" such that
t1(d) = B(t2(d)) for all d € S. By our assumptions on I', the type of (t1(d1),...,t1(dy))
in I is determined by the k-types that hold on all tuples (t1(e1,...,t1(ex))) for eq1,. .., ek
from S. By assumption, (t1(e1),...,t1(ex)) and (t2(e1),...,t2(ex)) have the same k-type.
Hence, (t1(d1),...,ti1(dg)) and (t2(d1),. .., t2(dy)) have the same type in I' as well, and so
there is an automorphism (3 of I' that maps t2(d) to ¢;(d) for all d € S. O

Proof of Corollary 20. Let f be one of the 17 at most ternary canonical polymorphisms
from Theorem 61. The number of 2-types in (V;E) is 3, so by Lemma 64 there is a
homomorphism u from (D; f)? to an algebra A = ({=,E, N}, f) (where =, E, and N
are the image of u for all pairs (z,y) such that x = y, E(z,y), or N(z,y), respectively).
A recent unpublished but already famous result in universal algebra, which improves the
main result of [23] (see concluding remarks in [23]), implies that every finite idempotent
algebra either has a factor all of whose operations are generated by permutations, or the
operations of the algebra generate an operation g satisfying

9, y,x,x) =gz, z,2,y) = 9(y,v,y,x) .

Hence, by Lemma 64, it suffices to show that all factors of A contain operations that are
not generated by permutations. Three out of the 17 operations are such that the operation
f denotes a constant operation in A; in this case, we are clearly done. So suppose we are
not in one of those cases.

In all the remaining 14 cases, {F, N} induces a subalgebra in which f either acts
as a majority (that is, f(z,z,y) = f(z,y,2) = f(y,x,z) = x), as a minority (that is,
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flz,z,y) = f(x,y,z) = f(y,x,z) = y), or they are binary and satisfy f(x,y) = f(y,z). It
is then clear that f cannot be generated by permutations. Four out of the 14 remaining
operations are balanced, which is equivalent to saying that both {E, =} and { N, =} induce
a subalgebra B in A. In this case it is easy to check from the description of the balanced
operations in Theorem 61 that

f(x,y) satisfies f(x,y) = f(y,x) if f is binary, and (7)
g(x,y) := f(x,x,y) satisfies g(z,y) = g(y,x) if f is ternary. (8)

So f is not generated by permutations in B as well. For five of the remaining non-balanced
operations we have that {F, =} induces a subalgebra of A. Again, f satisfies the condition
in (7). For the other five remaining operations, the set {N,=} induces a subalgebra, and
the argument that the operation f is not generated by permutations in those algebras is
analogous.

Finally, we have to argue that in none of the 2-element homomorphic images of A
the function f is generated by permutations. All of the 14 remaining operations admit a
factoring by the equivalence relation with the classes {E, N} and {=}. Then the function
f satisfies (7) in the corresponding factor. It can be verified that from all 14 operations,
only

e the balanced operation of type max,
e the N-dominated operation of type min,
e and the edge majority that is hyperplanely of type min and N-dominated

preserve the relation E(z,y) < E(u,v). In those cases, the algebra A has a factor B
with kernel classes {E} and {N,=}. For the balanced operation of type max, and the
N-dominated operation of type min, the operation f of B satisfies the condition in (7). For
the edge majority that is hyperplanely of type min and N-dominated, the condition in (8)
applies. Factors of A with the classes {N} and {E, =} can be checked analogously.
These are the only non-trivial homomorphic images of A. This follows from the fact
that none of the 14 operations preserves the relation {(z,y,u,v) | x =y <> v = v} (since
all the operations are essential). This completes the proof that f is not generated by
permutations in all factors of A. ]
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