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Foreword

This report contains the proceedings of the 10th International Workshop on Confluence (IWC) which
took place on July 23rd, 2021. It was due to be held in Buenos Aires, Argentina, but had to be changed
to a fully online event due to the coronvirus pandemia. In addition, the proceedings include the system
descriptions of the 10th Confluence Competition (CoCo 2021). The workshop was co-located with the
FSCD conference.

Confluence provides a general notion of determinism and has been conceived as one of the central
properties of rewriting systems. Confluence relates to many topics of rewriting (completion, modu-
larity, termination, commutation, etc.) and has been investigated in many formalisms of rewriting,
such as first-order rewriting, lambda-calculi, higher-order rewriting, constraint rewriting, conditional
rewriting, and so on. Recently there is a renewed interest in confluence research, resulting in new
techniques, tool support, confluence competition, and certification as well as in new applications. The
scope of the workshop is all these aspects of confluence and related topics. The goal of the IWC
workshop is to provide a forum for researchers interested in the topic of confluence to exchange and
share new developments in the field. The workshop will enable discussion on theoretical results, new
problems, applications, implementations and benchmarks, and share the current state-of-the-art on
the development of confluence tools.

The joint program contains 7 contributed talks as well as invited talks by Jesper Cockx and
José Meseguer. In addition, the program contains the system descriptions from the 10th Confluence
Competition (CoCo 2021). Many people contributed to the preparation and IWC. Hard work by the
program commitees, steering committees, and subreviewers made an exciting program of contributed
and invited talks possible. In addition, we are greatful to the organizing committee and workshop
chairs of FSCD for hosting the workshops.

June 15th, 2021, Paris
Samuel Mimram
Camilo Rocha
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• Francisco Durán (University of Málaga)

• Alejandro Dı́az-Caro (Universidad Nacional de Quilmes & ICC/UBA-CONICET)
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Multi-redexes and multi-treks induce residual systems
least upper bounds and left-cancellation up to homotopy

Vincent van Oostrom

University of Innsbruck, Innsbruck, Austria
Vincent.van-Oostrom@uibk.ac.at

Abstract

Residual theory in rewriting goes back to Church, Rosser and Newman at the end of the
1930s. We investigate an axiomatic approach to it developed in 2002 by Melliès. He gave
four axioms (SD) self-destruction, (F) finiteness, (FD) finite developments, and (PERM)
permutation, showing that they entail two key properties of reductions, namely having (i)
least upper bounds (lubs) and (ii) left-cancellation.1 These properties are shown to hold up
to the equivalence generated by identifying the legs of local confluence diagrams inducing
the same residuation, which corresponds to Lévy’s permutation equivalence. Melliès in fact
presented two sets of axioms, one for redexes as in classical residual theory and another
more general one for treks. We show his results factor through the theory of residual
systems we introduced in 2000, in that any rewrite system satisfying the four axioms (for
redexes or treks) can be enriched to a residual system such that (i) and (ii) follow from
the theory of residual systems. We exemplify the axioms are sufficient but not necessary.

Proofs omitted in this abstract can be found in the appendix of [18].

1 Residual systems

We are interested in the theory of computation based on rewriting. As this requires to have
computations as first-class citizens, we use rewrite systems [14],[20, Def. 8.2.2] (not rewrite rela-
tions), whose steps have sources and targets. We recapitulate residual systems [20, Def. 8.7.2].

Definition 1. A residual system (RS) ⟨→,1, /⟩ comprises a rewrite system → and a residual
function / having 1 as unit: 1 is a function from objects to steps such that tgt(1a) = a = src(1a)
and for co-initial steps φ,ψ,χ, the residual identities (1)–(3) in Tab. 1 must be satisfied. The
projection order ≲ is defined by φ ≲ ψ if φ/ψ = 1 for co-initial steps φ,ψ.

The projection order ≲ is a quasi-order [20, Lem. 8.7.23] inducing projection equivalence≃ ∶= ≲ ∩ ≳. Examples of rewrite systems that can be equipped with residual structure abound.

Example 1. For the following rewrite systems →, residual structure is obtained from the proof
of the diamond property for an appropriate rewrite system that is between → and its reflexive–
transitive closure: i) the λβ-calculus induces a residual system by the Tait–Martin-Löf proof
that ≥1 has the diamond property [1]; ii) β-steps in the linear λβ-calculus have the diamond
property themselves; iii) parallel steps ∥Ð→/ multisteps ○Ð→ in orthogonal first/higher-order term
rewrite systems [8, 20, 2]; iv) positive braids with parallel crossings of strands [20, Sect. 8.9].

Here we show multi-redexes and multi-treks as in Melliès’ axiomatic residual theory naturally
induce residual systems, entailing the results of [13] via the theory of residual systems [20].
We use φ,ψ,χ, . . . and γ, δ, ε, . . . to range over steps respectively reductions. We denote finite

1Instead of the order-theoretic setting employed here, Melliès employs a category-theoretic setting and the
corresponding terminology of having pushouts and epis.
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reductions by ↠. They can be identified [20, Def. 8.2.10] with formal compositions (⋅) of steps
(whose targets, sources match) modulo the monoid identities. Orienting these into the rules
(4)–(6) of Tab. 1 gives a complete 2-rewrite system2 so unique representatives of such reductions.

Proposition 1. Any residual system on → extends to a residual system on ↠, defining resid-
uation by normalisation w.r.t. the 2-rewrite system with rules (4)–(8) of Tab. 1.

φ/1 (1)= φ (γ ⋅ δ) ⋅ ε (4)⇒ γ ⋅ (δ ⋅ ε) γ/(δ ⋅ ε) (7)⇒ (γ/δ)/ε
φ/φ (2)= 1 γ ⋅ 1 (5)⇒ γ (δ ⋅ ε)/γ (8)⇒ (δ/γ) ⋅ (ε/(γ/δ))

(φ/ψ)/(χ/ψ) (3)= (φ/χ)/(ψ/χ) 1 ⋅ γ (6)⇒ γ

Table 1: Residual identities, monoid rules, and residual rules for formal composition

Example 2. The classical example of a term rewrite system is Combinatory Logic (CL) having
the three rules, in applicative notation, ι(x) ∶ Ix→ x, κ(x, y) ∶Kxy→ x, and ς(x, y, z) ∶ Sxyz→
xz(yz). We call a term over the signature extended with the so-called rule symbols [20, Ch. 8]
ι, κ, ς (having as arities the number of variables in the respective rules) a multistep, as it can be
assigned a source/target by mapping all such rule symbols in it to their lhs/rhs. This naturally
induces a residual system on multisteps [20, Prop. 8.7.7], which by the above extends to one
on reductions (of multisteps). For example, γ ∶= ς(K,y, Iz) ⋅ κ(Iz, y(Iz)) and δ ∶= SKIι(z) are
co-initial reductions from SKy(Iz) to Iz respectively SKyz. Both these targets are reduced to
z by the respective residual reductions: δ/γ ∶= ι(z) and γ/δ ∶= ς(K,y, z) ⋅ κ(z, y(z)).
Remark 1. We introduced the idea of multisteps as terms over the signature extended with rule
symbols in [20, Ch. 8] as a generic tool in structured rewrite systems, like string [6, p. 226],
higher-order term [2, p. 127], and graph [20, Rem. 9.4.30] rewrite systems.

Then ↠ is a residual system with composition [20, Def. 8.7.38], ≃ is a congruence for / and⋅ and quotienting ≃ out yields a residual system whose projection order is a partial order [20,
Lem. 8.7.41]. Projection equivalence [20] can alternatively be defined as the homotopy generated
by the diamond property. This will allow us below to relate the former to local homotopy [13].

Definition 2. Square homotopy equivalence ≡ on reductions having the same sources/targets,
is generated by closing φ ⊔ ψ ≡ ψ ⊔ φ for local peaks φ,ψ under composition: if γ ≡ γ′ then
δ ⋅ γ ⋅ ε ≡ δ ⋅ γ′ ⋅ ε. Here φ⊔ψ ∶= φ ⋅ (ψ/φ). Correspondingly, we define γ ⊑ δ if γ ⋅ ε ≡ δ for some ε.

Lemma 1. ≃ = ≡ and ≲ = ⊑.

Example 3. For γ, δ in Ex. 2 we have γ ⋅(δ/γ) ≡ ς(K,y, Iz)⋅K(ι(z))(yι(z))⋅κ(z, yz) ≡ δ ⋅(γ/δ).
Theorem 1. ↠ up to square homotopy has lubs (δ′, γ′ is an upper bound of γ, δ if γ ⋅δ′ ≡ δ ⋅γ′;
least if δ′ ⊑ δ′′, γ′ ⊑ γ′′ for all upper bounds δ′′, γ′′) and left-cancellation (if γ ⋅δ ≡ γ ⋅ε then δ ≡ ε).

2What we refer to as 2-rewrite systems have formal expressions of compositions (and residuations) as objects.
Their rules transform such expressions into reductions of an ordinary (1-)rewrite system →, i.e. into formal
compositions in normal form with respect to the monoid rules. This set-up generalises the 2-rewrite systems as
found in the literature by not giving special status to composition, not assuming rules to operate on reductions
only but on formal expressions. Working modulo the monoid identities yields proper 2-rewrite systems.

2
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Proof. By Lem. 1 it follows from the same for projection equivalence ≃ instead of square homo-
topy ≡, which holds by virtue of ↠ being a residual system with composition [20, Ex. 8.7.52].
We do that exercise: Left-cancellation follows from (see also the proof of Prop. 1):

(γ ⋅ δ)/(γ ⋅ ε) ⇒ ((γ ⋅ δ)/γ)/ε⇒ ((γ/γ) ⋅ (δ/(γ/γ)))/ε⇒⇒ (1 ⋅ (δ/1))/ε⇒⇒ (1 ⋅ δ)/ε⇒ δ/ε
That δ/γ, γ/δ is an upper bound up to ≃ of γ, δ, holds by ↠ being a residual system. To see
it is least consider any δ′′, γ′′ such that γ ⋅ δ′′ ≃ δ ⋅ γ′′. Then (γ ⋅ δ′′)/(δ ⋅ γ′′) ⇒ (γ/(δ ⋅ γ′′)) ⋅(δ′′/((δ ⋅ γ′′)/γ)) = 1. Therefore [20, Ex. 8.7.40(iii)] both components must be 1 in particular
the 1st γ/(δ ⋅ γ′′) ⇒ (γ/δ)/γ′′ = 1. By symmetry (δ/γ)/δ′′ = 1 and we conclude.3

2 Multi-redexes and multi-treks

In [13] rewrite systems are equipped with a notion of residuation inducing a notion of local
homotopy on reductions, based on the four axiomatic properties (SD), (F), (FD), and (PERM).
The properties guarantee that multi-redexes/treks can be developed into reductions, that such
developments have the diamond property, that all developments are locally homotopic, and
finally (the main result) that reductions have lubs and left-cancellation up to local homotopy
(Thm. 2). In fact two sets of four axioms are given in [13], the first one for multi-redexes
and the second more general one for multi-treks. We show that in both cases the main results
of [13] follow by known residual theory for a naturally associated residual system (in the sense
of Sect. 1) on so-called developments, in particular from Thm. 1. We first develop enough
notation to formally express the properties required of a rewrite system → for multi-redexes [13,
Section 2], which informally read:

(self-destruction, SD) no step has a residual after itself;

(finiteness, F) every redex has finitely many residuals after a step;

(finite developments, FD) developments of multi-redexes are finite; and

(permutation, PERM) every peak φ,ψ of steps can be completed by a valley of complete de-
velopments of the residuals of ψ after φ, respectively the residuals of φ after ψ, such that
both legs of the resulting local confluence diagram induce the same redex-trace relation.

We then show that these properties induce a residual system (Def. 1) on developments whose
square homotopy corresponds to local homotopy on reductions, i.e. that Thm. 1 entails Thm. 2:

Theorem 2 (SD,FD,PERM; [13]). ↠ up to local homotopy has lubs and left-cancellation.

Here local homotopy is generated (Def. 5) from the local confluence diagrams given by
(PERM), instead of the square diamonds generating square homotopy (Def. 2). As in the
statement of this main theorem, we qualify (intermediate) results throughout with the properties
used, to enable illustrating that properties are sufficient but not necessary. In [13] residuation
is captured by tracing a redex along a step to its residuals.

Definition 3. A redex-trace relation is a function J⋅⟩⟩ mapping each step φ ∶a→ b to a relation
Jφ⟩⟩ between the redexes of a and b, where ( multi-)redexes are reified (sets of) steps.

3That gives a pushout as witnessed by ε ∶= δ′′/(δ/γ): On the one hand, (δ/γ) ⋅ ε ≃ δ′ ⋅ ((δ/γ)/δ′′) ≃ δ′′ follows
from having a residual system and δ/γ ≲ δ′. On the other hand, (γ/δ) ⋅ ε ≃ ε′′ follows by left-cancellation from
δ ⋅(γ/δ)⋅ε ≃ γ ⋅(δ/γ)⋅ε ≃ γ ⋅δ′′ ≃ δ ⋅ε′′ where the 2nd equivalence holds by the above and the others by assumption.

3
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(SD) is formalised as (φ Jφ⟩⟩) = ∅ and (F) as (ψ Jφ⟩⟩) is finite, for any step φ and redex ψ.
Here we use section notation for partial application of relations. The left section of a binary
relation for an object a is (a R) ∶= {b ∣ a R b}. Similarly, the right section is (R a) ∶= {b ∣ b R a}.
This is lifted pointwise to sets by (A R) ∶= ⋃a∈A(a R) and (R A) ∶= ⋃a∈A(R a). Trace relations
naturally extend to reductions and conversions since relations constitute an involutive (typed)
monoid with respect to composition, the identity relation, and converse, so we may e.g. write⟨⟨←K for the trace relation of ←. We proceed with reifying tracing, labelling objects of the
rewrite system with sets of redexes, which allows to recover the notion of development of [13].

Definition 4. Consider the labelled rewrite system [20, Def. 8.4.5] having for each set Φ of
redexes of a the object aΦ, and for each step φ ∶a→ b the step φΦ from aΦ to b(ΦJφ⟩⟩). A reduction
γ from an object a is a development of Φ if it lifts to a J→⟩⟩-reduction γΦ from aΦ, where J→⟩⟩ is
the restriction of the labelled rewrite system to steps φΦ such that φ∈Φ. We say γ is a complete
development of Φ if its lifting ends in a ∅-labelled object.

(FD) is formalised by all developments are finite,4 and (PERM) by every local peak φ,ψ is
completed by some valley γ, δ of complete developments of (ψ Jφ⟩⟩), (φ Jψ⟩⟩) with Jφ⋅γ⟩⟩ = Jψ ⋅δ⟩⟩.
Remark 2. The lifting γΦ of the reduction γ in Def. 4 is unique. Formally, this is a consequence
of the labelling given being a rewrite labelling in the sense of [20, Def. 8.4.5].

Lemma 2 (FD,PERM). ⟨ ○Ð→,1, /⟩ is a residual system with binary joins/diagonals, for ○Ð→
the rewrite system having as objects the objects of →, and as steps a multi-redex aΦ ∶ a ○Ð→ b
if there is a complete development of Φ from a to b; 1a defined as ∅; residual Φ/Ψ defined as(Φ JΨ⟩⟩), and the binary join/diagonal given by Φ ∪Ψ (cf. [20, Def. 8.7.28]).

Denoting a multi-redex aΦ by just Φ in the lemma, is justified by that a is the source common
to all steps in Φ, and that all complete developments of Φ have the same target. The join being
a step from the source to the target of a residual diamond, justifies calling it a diagonal.

Remark 3. Parallel rewriting ∥Ð→ [7] does constitute a residual system for orthogonal TRSs,
so does give rise to good residual theory [20], but ∥Ð→ does not have joins, e.g. the join of the
single/parallel steps ι(Ix) and Iι(x) should be ι(ι(x)) but although that is a multistep it is not
a parallel step as it nests ι in itself. Hence, by Lem. 2 it cannot be obtained via multi-redexes;
a first indication that the properties in [13] are too strong.5

Definition 5 ([13]). Local homotopy ≡l on reductions with the same sources/targets, is the
equivalence generated by closing φ ⋅ γ ≡l ψ ⋅ δ for peaks φ,ψ and valleys γ, δ given6 by (PERM)
under composition: if γ ≡l γ′ then δ′ ⋅ γ ⋅ ε′ ≡l δ′ ⋅ γ′ ⋅ ε′. We define γ ⊑l δ if γ ⋅ ε ≡l δ for some ε.

We show local homotopy ≡l on finite→-reductions is the same as square homotopy ≡ on finite○Ð→-reductions. Observe we may embed → ⊆ ○Ð→ by mapping a step φ ∶ φ → ψ to φ{φ} ∶ a ○Ð→ b
assuming (SD), and vice versa ○Ð→ ⊆ ↠ by mapping each multi-redex aΦ to an arbitrary but
fixed complete development of Φ from a. Below the corresponding coercions (and their stepwise

4Since in [13] only finite reductions are defined, (FD) is (must be) circumscribed there as the absence of
infinite sequences of steps all of whose prefixes are developments of the given set.

5Following the rewrite approach, residual systems do not assume that steps are closed under composition.
Indeed, parallel steps are not, but reductions of parallel steps do have compositions and therefore also joins as
follows from Proposition 1. In our example, both reductions ι(Ix) ⋅ ι(x) and Iι(x) ⋅ ι(x) along the two legs of
the diamond are (equivalent) joins of ι(Ix) and Iι(x).

6For a peak, the choice of valley witnessing (PERM) may be non-deterministic. Essentially this follows since
FD makes Newman’s Lemma apply ‘locally’ to developments, allowing to show that independently of the choice
the induced redex-trace relation is the same; see the proof of Lem. 3 and cf. [15, Prop. 2.4.16] and [17, Thm. 2].

4
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extensions to →-reductions respectively ○Ð→-reductions) are denoted by overlining respectively
underlining, but we omit them as much as possible. Note γ = (γ) for any γ.

Remark 4. (FD) entails the equivalence closures of →, ○Ð→ are the same, but their reflexive–
transitive closures may differ if (SD) does not hold: for steps φ ∶ a → b and φ′ ∶ b → c with only
φ Jφ⟩⟩ φ′ non-empty, we have a→ b and indeed also a ○Ð→ c ○←Ð b, but not a ○Ð→→ b.

Lemma 3 (SD,FD,PERM). ≡ = ≡l and ⊑ = ⊑l (after embedding; in both directions).

The main result on multi-redexes of [13] is now a matter of chaining the above results:

Proof of Thm. 2. Lem. 2 for → induces a residual system on ○Ð→. By Prop. 1 that induces a
residual system with composition on ○Ð→→, which by Thm. 1 has lubs and left-cancellation up to
square homotopy. Hence ↠ has lubs and left-cancellation up to local homotopy by Lem. 3.

. . .

Figure 1: Rewrite system satisfying (SD), (FD) and (PERM) but not (F)

Fig. 1 illustrates the result for a system for which (F) does not hold, a second indication
the properties in [13] are too strong. To recover Thms. 1 and 2 of [13] exactly, using (F), it
suffices to observe that the above can be relativised to a collection R of sets of redexes such
that ∅,{φ}∈R for all redexes φ, and Φ∪Ψ, (Φ JΨ⟩⟩) ∈R for all co-initial Φ,Ψ∈R, and note that
the finite sets of co-initial steps constitute such a collection. The example in Fig. 1 is rather
artificially infinite, but note that although the notion of multi-redex extends naturally (under
some provisos) and are at the basis of infinitary confluence [20, Ch. 12], (FD) fails for them, a
third indication the properties in [13] are too strong.

We generalise redexes to treks [13], employing t, s, . . . (T,S, . . .) to range over (sets of) them.

Definition 6 ([13]). A trek-trace relation maps each step φ ∶ a → b to a relation Jφ⟩⟩ between
the treks of a and b, where ( multi-)treks of a are elements (subsets) of a set T (a) quasi-ordered
by ≤a having the redexes of a as its minimal elements, and such that ≥a ⋅ Jφ⟩⟩ ⊆ Jφ⟩⟩ ⋅ ≥b.

Intuitively, a trek is a representation of a reduction and ≤ a causal order on the redexes
contracted; the condition ≥a ⋅ Jφ⟩⟩ ⊆ Jφ⟩⟩ ⋅ ≥b then captures that if a redex has a residual so do
the redexes it causes. Accordingly, we restrict φT in J→⟩⟩ (Def. 4) to steps φ in the ≤-downward
closure of T. After these changes and replacing redex by trek everywhere7, everything above
carries over verbatim, in particular Def. 4, Rem. 2, Lem. 2, Rem. 3, Def. 5, Rem. 4, Lem. 3,
the main result Thm. 2, and their proofs, using the following remark in the proof of Lem. 2:

Remark 5. The properties of ≤ make J→⟩⟩ a labelling of itself: if φT is a J→⟩⟩-step and T ≤ T′,
i.e. t ≤ T′ for all t∈T′, then φT

′
is a J→⟩⟩-step by transitivity of ≤ (if only T ⊆ T′ then transitivity

of ≤ is not needed) and (T Jφ⟩⟩) ≤ (T′ Jφ⟩⟩) by ≥ ⋅ J⋅⟩⟩ ⊆ J⋅⟩⟩ ⋅ ≥ and J⋅⟩⟩ being defined pointwise.

7And also ∈ into ≤ when appropriate, and references to [13, Sect. 2] into corresponding ones to [13, Sect. 3].

5
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Thus we have shown that the axiomatisation of [13] is sufficient but not necessary for
obtaining a good residual theory. Although one often may factor residual theory through these
axioms, there usually is no need to do so, and residual systems can be constructed directly and
inductively [8, 20]. We conclude with two remarks on the (FD) axiom:

(FD) was not included among the axioms of residual systems [20] as we did not see a
motivation for it. More generally, it is an open question whether finiteness or termination
axioms have a place in analysing causality, cf. [21]. Of course, since they give rise to induction
measures, they may be practically useful, and we are indeed happy to use them if and when
available. For instance, in [15] we showed (FD) to be a consequence of termination of the
so-called substitution calculus (SC) [19] underlying a rewrite format. But for infinitary rewrite
systems termination of the SC and hence (FD) are surely too strong, despite that infinitary
confluence of orthogonal systems is still based on causality/multi-redexes (up to some provisos).

(FD) may be hard to attain. The application of multi-treks to deal with Lévy’s extraction
theory for the λβ-calculus in [13, Section 6] is beautiful,8 but in that application (FD) boils
down [13, p. 46] to finiteness of family developments (FFD), cf. [16]. (FFD) is a key result in
term rewriting at the basis of standardisation, (hyper-)normalisation of strategies, the theory
of optimality, and more, but it also is subtle: It was formulated for the λβ-calculus by Lévy,
forming the basis of his beautiful theory of optimality [10], but he resorted [5] to asking the
Dutch, van Daalen (whose proof is employed in [10, Sect. II.1.5]) and de Vrijer [4, Stellingen],
to prove it.9 Melliès showed [12, Section 6.2.2] the result [9, Thm. 6.2.4] underlying the proof
of (FFD) for Klop’s combinatory reduction systems (CRSs) to be incorrect, leaving it and its
consequences such as standardisation in limbo. We proved (FFD) for HRSs, hence CRSs, by
adapting van Daalen’s nifty proof [16], cf. [3].10

Acknowledgments Thanks to the IWC 2021 reviewers for feedback.

References

[1] H.P. Barendregt. The Lambda Calculus: Its Syntax and Semantics, volume 103 of Studies in Logic
and the Foundations of Mathematics. North-Holland, Amsterdam, 2nd revised edition, 1984.

[2] H.J.S. Bruggink. Residuals in higher-order rewriting. In R. Nieuwenhuis, editor, Rewriting Tech-
niques and Applications, 14th International Conference, RTA 2003, Valencia, Spain, June 9–11,
2003, Proceedings, volume 2706 of Lecture Notes in Computer Science, pages 123–137. Springer,
2003. doi:10.1007/3-540-44881-0 10.

[3] H.J.S. Bruggink. Equivalence of Reductions in Higher-Order Rewriting. PhD thesis, Utrecht
University, 2008. url:http://dspace.library.uu.nl/handle/1874/27575.

[4] R.C. de Vrijer. Surjective Pairing and Strong Normalization: Two Themes in Lambda Calculus.
PhD thesis, Universiteit van Amsterdam, January 1987.

[5] R.C. de Vrijer. Personal communication, 1997.

[6] Y. Guiraud, P. Malbos, and S. Mimram. A Homotopical Completion Procedure with Applications
to Coherence of Monoids. In F. van Raamsdonk, editor, 24th International Conference on Rewrit-
ing Techniques and Applications (RTA 2013), volume 21 of Leibniz International Proceedings in In-
formatics (LIPIcs), pages 223–238, Dagstuhl, Germany, 2013. Schloss Dagstuhl–Leibniz-Zentrum
fuer Informatik. doi:10.4230/LIPIcs.RTA.2013.223.

8It seems worthwhile to adapt it to structured rewrite systems such as TRSs, HRSs, and GRSs.
9For first-order term rewrite systems (FFD) is due to Maranget [11]; then it is a simple consequence of RPO.

10In view of the subtleties it seems of interest to formalise a proof of (FFD) for HRSs in some proof assistant.

6

6 Proceedings of the 10th International Workshop of Confluence, 2021



Multi-redexes and multi-treks induce residual systems V. van Oostrom

[7] G. Huet. Confluent reductions: Abstract properties and applications to term rewriting systems.
J. ACM, 27(4):797–821, October 1980. doi:10.1145/322217.322230.
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[10] J.-J. Lévy. Réductions correctes et optimales dans le λ-calcul. Thèse de doctorat d’état, Université
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Abstract

Network rewriting can be summarised as a generalisation of term rewriting to support
that operations can have multiple out-parameters (coarity greater than 1) as well as the
traditional multiple in-parameters (arity greater than 1). When fleshing out this idea, one
is forced to make certain choices, which are discussed in this paper; network rewriting
represent one way of making these choices: respect algebraic linearity, preserve acyclicity,
and stay abstract (as opposed to imposing a geometric foundation).

In a 2014 IWC paper, it was reported that for network rewriting there emerges a third
kind of ambiguity (critical pair) besides the classical overlap and inclusion ambiguities,
namely wrap ambiguities where the way two redexes wrap around each other without
overlapping can cause a rewrite of one to block the other. At that point it was not known
how to enumerate these ambiguities, but here a generic method for this based on boolean
matrices and SAT-solving is presented.

1 Discussion of models

Term rewriting operates on expressions as formalised in mathematical logic, where every com-
bination of subexpressions to make a larger expression is by the use of an abstract function
symbol taking zero or more arguments, and every expression is either a function application
or a variable. However in modern algebra it is increasingly becoming necessary to deal with
expressions that do not easily fit into this model; these theories comprise operations that vary
not only in the number of in-parameters (arguments) they take, but also in the number of
out-parameters they produce. To deal with these natively, one may relax the unspoken con-
straint that every expression has an underlying rooted (hence directed) tree structure, to allow
the underlying structure to be that of a directed graph: operations are still vertices, there is
an incoming edge for every in-parameter, and an outgoing edge for every out-parameter; an
edge from one vertex to another means that an out-parameter of the first vertex is identified
with an in-parameter of the second. Expressions are thus modelled as something like data-flow
networks.

Whereas it may seem obvious that the optimal implementation of a certain computation
may well be in terms of subroutines with multiple out-parameters—for example a single division
operation that returns both a quotient and a remainder—it need not be immediately clear why
said computation could not specified in terms of only single-result operations (such as separate
quotient and remainder). A full explanation of this would have to explore the differences
between cartesian and tensor products, but that is too long a digression to get into here; the
interested reader may instead see [1]. The heart of the matter is however that many of the
theories which make use of these operations with multiple results depend critically upon these
being entangled, which means they have to be computed together.

In fact the interpretation of more general graphs as denoting expressions is not a trivial
matter; the recursive interpretation for terms depends critically on them having a tree structure,
which we just rejected. A data-driven evaluation—determine values on the outgoing edges from
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a vertex once values have been determined for all its incoming edges—is not out of the question,
but would need to deal with entanglement explicitly, thus losing in generality. Instead the
interpretation is mostly by decomposing the directed graphs into elementary pieces for which
(function) values are given, and then a suitable algebraic structure (often a category) is used to
recompose these elementary values into a value for the whole. The means of composition that
this algebraic structure provides places restrictions on what a graph may look like if it is to be
interpreted as an expression.

One axis of variation is what topological structure (if any) these graphs should be embedded
into, which corresponds to the choice between symmetric, braided, or plain monoidal categories
for governing the recomposition process. The symmetric case corresponds to abstract graphs,
and should thus be the natural choice from a computer science or logic point of view (being
less of an ontological commitment), but the plain and braided cases appear to be more popular
in the category theory literature. A reason for that popularity is likely that topology has long
been a prominent area for applications of category theory.

Another axis of variation is whether cycles should be allowed, and if so how an interpretation
of those is concretely achieved; cycles in a data-flow network naively cause deadlock, when an
operation vertex is waiting for input that (possibly in several steps) depend on an output of said
vertex. Classically terms may be given something like a cycle in the underlying graph structure
through some manner of fixed-point operator, but the rewriting of such is not entirely trivial. On
the category side, the most direct way of supporting cycles is through the use of traced monoidal
categories, where there is an operation trace/contraction/feedback that allows identifying an
output with an input. A less direct way is by introducing ‘cap’ and ‘cup’ operations satisfying
the zig-zag identities—this can be done as a matter of rewriting, but is often worked into the
notation as ‘raising/lowering indices’ or ‘bending edges’ (allowing both endpoints to be heads or
both tails)—and in particular the caps make heavy use of entanglement. However traces, caps,
and cups can all be problematic when it comes to their interpretation in concrete applications;
as a rule of thumb they are straightforward in finite-dimensional cases (the trace of matrix is
trivial to evaluate) but may be impossible in infinite-dimensional cases (the trace of the identity
operator becomes infinite). Hence it is for a general rewriting framework safest disallow cycles
in expression, leaving it to users to add explicit caps and cups where appropriate.

A third axis concerns whether multiple edges may attach to the same “port” of a vertex, or
equivalently, whether (internal) edges should have exactly two endpoints. Term graphs certainly
suggest that using a single output as input in multiple places has its uses, and the share graphs
of Hasegawa [2] aim to support this; likewise Ştefănescu [5] cover a number of variations in
this regard, and also give examples of where such things may be appropriate. However in
higher algebra there are strong reasons not to allow such things—changing the multiplicity of
an intermediate result completely destroys multilinearity. In practice it is straightforward to
introduce explicit operations for duplicating (coproduct) or destroying (counit) data, so a 1-to-1
restriction on the graphs is not a significant expressive loss, and several interesting algebraic
theories even arise as a reformulation of classical theories to satisfy this linearity constraint;
Hopf algebras arise from groups in that way. An notable consequence for rewriting is that
unification disappears as a separate problem; it rather happens implicitly as part of overlaps
involving rules for the coproduct and counit.

Finally it may be remarked that the ‘monoid’ in ‘monoidal category’ refers to the fact that
the set of types supported constitute a monoid under concatenation/tensor product. In practice
only free monoids seem to be used, which corresponds to having a set of atomic types given
by the user, that do not interact except in operation vertices. A graph model for this should
then make sure to label every edge with one of these atomic types—the type of data that

2
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may be carried along that edge—but for rewriting that is mostly rendundant since the type
of an edge can be inferred from the vertices it is incident with, and overlapping existing type-
consistent graphs will only generate new type-consistent graphs. Hence it is perfectly possible
(an notationally easier) to set up the rewriting framework as being untyped, in which case
symocats simplify to what MacLane called a PROP. It turns out networks—directed acyclic
open graphs where vertices are with respect to in- and out-degree consistently decorated with
symbols from a doubly ranked alphabet and each edge attach to a separate port of a vertex
it is incident with—are modulo network isomorphism exactly the elements of the free PROP

generated by that doubly ranked alphabet [3, Sec. 5].

2 Formal feedbacks

Even if cycles can be problematic for the interpretation of networks as expressions, they are
quite useful when it comes to analysing the structure of networks, since they permit expressing
any whole as an A part beside a B part, having some outputs of that A ⊗ B combinations
connected back to select inputs of it, without getting into details of whether A comes before B
dependency-wise, B comes before A, or in fact it might be both. Interestingly enough, this is
possible even in the free PROP, since it supports formal feedbacks [3, Sec. 9].

The idea is that one may to any network G associate a boolean matrix Trf(G) called the
transferrence of G: this has a 1 in position (i, j) iff there is a directed path in G from input j to
output i; this Trf may also be interpreted as a PROP homomorphism into the PROP of boolean
matrices. If G and H are networks whose transferrences have block matrix decompositions
Trf(G) = [ a11 a12

a21 a22
] and Trf(H) =

[
b22 b23
b32 b33

]
where a22 is q × r and b22 is r × q, then the matrix

a22b22 is nilpotent iff the symmetric join G 1q
r H is acyclic, that one obtains by identifying

the q last outputs of G with the q first inputs of H and likewise the r first outputs of H with
the r last inputs of G. This carries over to the free PROP, which canonically comes with a
filtration F indexed by boolean matrices, such that Fa is the set of all elements µ of the free
PROP that have a transferrence ≤ a in the standard matrix order. F being a PROP filtration,
it follows from µ ∈ Fa and ν ∈ Fb that µ ◦ ν ∈ Fa◦b (if a ◦ b is defined) and µ ⊗ ν ∈ Fa⊗b,
but more importantly each 1q

r may, provided a and b satisfy the above nilpotency condition,

be regarded as an operation Fa×Fb −→ Fc for c =
[
a11+a12b22(a22b22)

∗a21 a12(b22a22)
∗b23

b32(a22b22)
∗a21 b33+b32a22(b22a22)

∗b23

]
,

where p∗ =
∑∞

k=0 p
k denotes the Kleene star of the boolean matrix p. Joining with a width q

identify is also known as the width q (formal) feedback ↑q. A symmetric join on all inputs and
outputs of the right factor is for simplicity denoted o.

In [3, Sec. 10] this was used to construct a rewriting theory for networks, where a rewrite
rule µ→ µ′ with µ, µ′ ∈ Fb could be placed into a context defined by some ν ∈ Fa and used to
do ν o µ→ ν o µ′ whenever that symmetric join is defined; the machinery of formal feedbacks
make it feasible to ensure that this always respects the ordering with which these rules are
compatible. It was however in the detailed analysis of the resulting ambiguities (critical pairs)
observed that one could not claim that resolving only overlap and inclusion ambiguities would
suffice unless assuming that b = Trf(µ1) (rewrite rule is “sharp”), and in [3, Ex. 10.28] an
example was given of a wrap ambiguity where two redexes would block each other despite being
disjoint, by virtue of each having a input that depends on output from the other. The two rules





 s1→





 ,





 s2→







3
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give rise to the critical pair







s1←







=





 =







s2→







. (1)

Characterising those situations where this happened were then left as an open problem. A
compounding factor is that this mainly seemed to arise where the transferrence of a network
would change without decreasing (rather increase or be outright incomparable), which is trou-
blesome when one seeks to find a compatible ordering: the rules involved in this are often also
not (easily) orientable. That is however a different story.

3 Networks with obligations

Eliding the interconnections between the two redexes, which would go from output 3 to input
1 and from output 2 to input 4, the ambiguity looks like





 s1←





 s2→





 .

In either branch, applying the other rule to its redex is blocked because doing so would create
a cycle due to the change introduced by the first rule, whereas in the initial configuration both
rules can be applied. Since nilpotency of transferrence matrices allows us to test for acyclicity,
we can formulate a condition for the transferrence [ p11 p12

p21 p22 ] of a context ν that would cause this:
the block p22 connecting outputs of the ambiguity back to inputs thereof must have

(
1 1 0 0
0 1 0 0
0 0 1 0
0 0 1 1

)
p22 nilpotent, but

(
1 1 0 0
1 1 0 0
0 0 1 0
0 0 1 1

)
p22,

(
1 1 0 0
0 1 0 0
0 0 1 1
0 0 1 1

)
p22 non-nilpotent. (2)

The only solution to this is that p22 =

(
0 0 1 0
0 0 0 0
0 0 0 0
0 1 0 0

)
, which indeed places us in the situation

depicted in (1).
How could one automatically solve such problems, nilpotency being a rather nonlinear con-

straint? It turns out that they can quite conveniently be formulated as boolean satisfiability
problems, with the elements of p22 as individual boolean variables. Nilpotency as such may
seem difficult to encode, but the nilpotency of a boolean n × n matrix A is equivalent to the
claim that An = 0, and repeated boolean multiplications are straightforward to encode if one
introduces helper variables for the elements of the intermediate products; exponentiation by
squaring helps to further reduce the number of multiplications that need to be encoded. Non-
nilpotency of a boolean matrix A is conversely equivalent to the claim that its Kleene plus
A+ = AA∗ =

∑n
k=1A

k does not have a zero diagonal, which again is thus possible to encode
in terms of repeated boolean multiplications.

In hindsight, a problem with the [3] rewriting theory is that it assigns a transferrence to each
rule, when what it in fact needs is to know what restrictions may be imposed by the context
in which the rule is to act. For the derived rule a completion would produce from (2) the least

4
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possible transferrence is

(
1 1 0 0
1 1 0 0
0 0 1 1
0 0 1 1

)
, but that is also too large to allow that both dependencies

expressed by the p22 matrix above—this derived rule would not be able to resolve the very
ambiguity from which it was derived! That is clearly not satisfactory, but such is sometimes
the lure of the algebra; the theory of the PROP filtration F simply looked too good for it to
not be the right basis for the rewrite theory. It still has its uses, but it is not what should
characterise the rewrite rules.

A better approach is instead to let each rewrite rule come with an obligation of supporting
a certain amount of feedback imposed by the context in which it is to operate—essentially that
p22 matrix derived above. The basic sets Y(r) of objects being rewritten are indexed by boolean
matrices r, and consist of all µ in the free PROP such that Trf(µ)r is (defined, square, and)
nilpotent; ordinary algebraic expressions have obligation r = 0, but higher obligations arise
when resolving ambiguities. A rule µ→ µ′ supporting obligations r can be applied to make the
rewrite step νoµ→ νoµ′ while respecting obligations q iff the transferrence Trf(ν) = [ p11 p12

p21 p22 ]
also satisfies (i) that qp11 is nilpotent and (ii) that p21q(p11q)

∗p12 + p22 6 r; in other words
the context does not by ifself violate the target obligations q, and combining the context with
those obligations does not create effective obligations exceeding those that this rule supports.

For enumerating wrap ambiguities, this leads to a slightly more complicated set of constraints
that just the (2) combination of nilpotency and non-nilpotency, but it is all possible to handle
with the same set encoding tricks, of which the theoretically foremost is that one need only
consider matrix powers up to a known bound.
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Abstract

We study the confluence properties of non-symmetric operadic rewriting systems using
linear algebra methods. We extend the completion procedure F4, known for commuta-
tive and non-commutative algebras, to operads. This procedure allows us to parallelize
completion by applying a Gaussian elimination process in order to treat multiple critical
branchings simultaneously. We discuss heuristics and strategies to optimize this procedure
in the operadic context: first to reduce the set of critical branchings to be examined and
then to parallelize the elimination.

1 Introduction
Algebraic rewriting theory aims at studying rewriting relations in algebraic and categorical
structures such as monoids, categories, equational theories, linear algebras, operads and higher-
dimensional algebras, and categories. Proofs of confluence of an algebraic rewriting system
(AlgRS) are mainly based on the critical branching lemma (CBL) that proves local confluence
from confluence of a set of critical branchings, which correspond to confluence obstructions in-
duced by minimal overlappings of rules. The CBL approach is used various contexts, including
automated theorem proofs, word problems in universal algebras, and polynomial ideal mem-
bership. CBL’s were proved for numerous AlgRS’s: rewriting on strings [24], terms [18], and
higher-dimensional categories [14, 15]. CBL’s also have various formulations in linear struc-
tures, for commutative algebras [4], associative algebras [1, 2, 23], non-symmetric and shuffle
operads [7, 20], and higher-dimensional linear categories [10]. In algebraic rewriting, the CBL
constitutes the first step in the construction of cofibrant replacements of algebraic and categor-
ical structures [13, 15, 19].

The principle of the critical branching completion procedure (CBCP) on an AlgRS can be
formulated as follows:

Input: A set R of rules of an algebraic rewriting system.

R ′ := R;
C := critical branchings of R ′;
while C 6= ∅ do

Select a subset B of branchings in C, and remove them from C;
Add rewriting rules to R ′ to make the non-confluent branchings of B confluent;
Update C with branchings induced by the new rules;

return R ′;
If the additional rewriting rules are oriented with respect to a termination order, such as

a monomial order, the procedure returns a terminating rewriting system. If moreover the
procedure terminates, then the result is a convergent rewriting system. Otherwise, it builds
an increasing sequence of rewriting systems, whose limit is convergent. The resulting rewriting
system is finite if and only if the input is finite and the procedure terminates.
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Concrete implementations of CBCP are based on the preparation of the AlgRS (autore-
ductions and adding new generators), the type of critical branchings considered, a filtration
on the critical branchings, and the parallelization of the computation of their confluence at
each step. The choice of branchings to consider can depend on a study of overlapping pat-
terns (Buchberger’s criterion [5], Triangle Lemma [3]), or relations between critical branchings
and Gebauer-Möller criteria [12, 20, 22]. The filtration on critical branchings gives the order
in which to examine the critical branchings and depends on the shape of the rules (reduced,
homogeneous...). Finally, several methods can be used to compute confluence in parallel wrt
the filtration. One approach is based on Gaussian elimination, mainly developed for the com-
putation of commutative [11] and non-commutative Gröbner bases [6, 25], see also [16]. This
principle also appears in [3] for the study of non-symmetric operads.

However, these optimizations were not fully developed in the case of operadic rewriting.
Indeed, this algebraic paradigm is complex due to the linear context, the problem of manag-
ing symmetric actions, and the complexity of operadic patterns. Rewriting systems for non-
symmetric operads were studied in [3, 8, 20], and the question of management of the action
of symmetries on terms was addressed in [7], which introduces a notions of Gröbner bases for
shuffle operads, and implemented in [9].

In this work, we study the optimization of completion procedures for operadic rewriting sys-
tems (ORS). We define a completion algorithm for ORS resolving non-confluence by Gaussian
elimination with respect to a chosen confluence obstruction strategy. This work is part of a
general program that aims to define computational tools for mathematicians studying higher
algebras and higher categories. Indeed, novel higher structures appear in numerous fields such
as geometry, physical mathematics, representation theory and quantum topology. Higher struc-
tures are generally defined by complex presentations by generators and relations, so there is
real need for efficient completion procedures in algebraic contexts.

This abstract is organised as follows. In Section 2, we recall the notion of rewriting systems
for non-symmetric operads and we explain some strategies for the implementation of CBCP.
Section 3 presents the completion algorithm for ORS’s by Gaussian elimination.

2 Confluence of operadic rewriting systems

In this section we recall the notion of operadic rewriting systems on a ground field K of zero
characteristic and the different approaches to obtaining a CBL for these systems.

2.1. Operadic rewriting systems. A collection is a sequence (V(n))n∈N of vector spaces
indexed by arities n > 0. A (non-symmetric) operad is a collection P with an identity element
ε ∈ P(1), and equipped with composition maps ◦ : P(k)⊗P(n1)⊗ . . .⊗P(nk) → P(n1+ . . .+nk)
satisfying identity and associativity conditions. The set of monomials T (Σ) is the term algebra
on a graded set Σ = (Σ(n))n>0. As for the free algebra generated by a family of indeterminates,
we define the free operad F(Σ) on Σ, where, for n > 0, F(Σ)(n) is the vector space spanned by
monomials of arity n, called (homogeneous) polynomials. The support of f =

∑
i∈I λiui is the

set of monomials Supp(f) := {ui | i ∈ I} that appear in its decomposition. A context of F(Σ) of
inner arity k is a term C of T (Σ ∪ {2k}), where 2k is a symbol of arity k that appears exactly
once in C. For a monomial u of arity k, we denote by C[u] the monomial C where we replace
2k by u; we extend this notation to polynomials by linearity.

An operadic rewriting system (ORS) is the data X = (Σ, R) made of a graded set Σ and
a relation R ⊂ T (Σ) × F(Σ), whose elements are rewriting rules α : s(α) → t(α). We define
the graph RX, whose vertices are the elements of F(Σ) and whose edges are the λC[α] + 1b :

2
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λC[s(α)] + b→R λC[t(α)] + b, where α ∈ R, C is a context, λ ∈ K \ {0}, and b is a polynomial
of F(Σ). An edge of RX is a rewriting monomial when λ = 1 and b = 0, and a rewriting
step when C[s(α)] /∈ Supp(b). Denote by RmX the set of rewriting monomials of X and by ·
the composition of paths in RX. The paths in RX made of rewriting steps are called rewriting
paths of X. A polynomial a in F(Σ) is in normal form wrt X if there is no rewriting step with
source a. A reduction strategy is a map σ, which to any monomial u associates an identity if u
is reduced, and a rewriting monomial σ(u) of source u otherwise. The ORS X is terminating if
there does not exist an infinite rewriting path.

A monomial order on T (Σ) is a total order ≺ stable by product, that is, for all u, u ′ ∈
T (Σ)(k), v, v ′ ∈ T (Σ)(`), and 1 6 i 6 k, (u ≺ u ′, v ≺ v ′) implies u ◦i v ≺ u ′ ◦i v ′. An ORS
X is compatible with ≺ if, for every rewriting rule α ∈ R and every monomial v ∈ Supp(t(α)),
v ≺ s(α). Note that if ≺ is well-founded, then X is terminating.

A branching (resp. local branching) is a pair (f, g) of rewriting paths (resp. rewriting steps)
such that f 6= g and s(f) = s(g). The local branchings of X are classified as follows:

i) additive branchings: (λf + µ1v + 1c, λ1u + µg + 1c), where f : u → a, g : v → b ∈ RmX ,
λ, µ ∈ K \ {0}, c is a 0-cell, u 6= v, and u, v /∈ Supp(c).

ii) multiplicative branchings: (λC[f, 1v] + 1c, λC[1u, g] + 1c), where C is a two-hole context,
f : u→ a, g : v→ b ∈ RmX , λ ∈ K \ {0}, c is a 0-cell, and C[u, v] /∈ Supp(c).

iii) intersecting branchings: the rest of the local branchings. A critical branching is an inter-
secting branching that is minimal for the order induced by (f, g) ⊆ (C[f] + 1c, C[g] + 1c)
for a context C and a polynomial c of F(Σ).

In a schematic way, we can illustrate local branchings for an ORS as follows, where the high-
lighted parts of tree monomials indicate the sources of the rewriting rules:

additive multiplicative intersecting critical

+

A branching (f, g) is confluent if there exist rewriting paths h and k such that t(f ·h) = t(g ·k).
Given a set B of branchings of X, X is B-confluent if every b ∈ B is confluent. If B is the set of
all branchings, then we say that X is confluent. We say that X is convergent if it is terminating
and confluent.

2.2. Strategies for completion procedures. A completion procedure wrt a given monomial
order ≺ transforms an ORS into a convergent one by adding rules, oriented wrt the order ≺,
to amend non-confluent branchings. Such a procedure is based on a map that selects a type of
branching whose confluence implies the confluence of all branchings, defined as follows.

A map CO that associates to every ORS X a set of branchings CO(X) of X is a confluence
obstruction map when every terminating ORS X is confluent iff it is CO(X)-confluent. For
example, there exists a minimal confluence obstruction map M defined as M(X) = ∅ if X is
confluent, andM(X) = {b} if X is non-confluent and b is a non-confluent branching. However,
it is impracticable to write a completion procedure wrt M, as it would imply being able to
determine confluence and compute a non-confluent branching in the first place.

Another approach is to consider confluence-generating sets of branchings. A set B of branch-
ings of an ORS X is confluence-generating if, for any branching (f, g) of X, there exist branchings

3
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(f1, g1), . . . , (fn, gn), which are additive, multiplicative, or in B, rewriting paths f ′ and g ′, and
contexts C1, . . . , Cn such that f = C1[f1] · f ′, g = Cn[gn] · g ′, and for all 1 6 i 6 n − 1,
Ci[gi] = Ci+1[fi+1]. We get the following lemma:

2.3. Lemma. A map B that associates to every ORS X a confluence-generating set of branch-
ings B(X) is a confluence obstruction map.

The converse is not true, however: consider M(X), which is not confluence-generating as
soon as X is confluent with a branching.

There are several examples confluence-generating sets in the literature. The classical one is
the set of critical branchings, in which case Lemma 2.3 is the CBL, also called Buchberger’s
criterion for linear rewriting systems [4, 23]. Smaller confluence-generating sets were developed
to take into account additional relations between critical branchings. These sets, along with
the corresponding proofs of Lemma 2.3, were defined for commutative algebras [5, 22], non-
commutative algebras [16, 17], and non-symmetric operads [20].

Small confluence-generating sets appear to be a good compromise between minimizing the
size of a confluence obstruction map and minimizing the number of times the confluence ob-
struction map is called. The question is then to find a minimal confluence-generating set. In
certain cases, the answer is known: for instance, for quadratic ORS’s, critical branchings form
a minimal confluence-generating set.

3 Confluence by elimination

Linear rewriting can be done without a monomial order [13, 19], but in most applications the
rewriting rules are compatible with a monomial order. In this case convergent AlgRS’s are
Gröbner bases, and rewriting properties are formulated algebraically. Branchings are described
by S-polynomials and confluence means that every S-polynomial reduces to zero. Finally, the
elimination of critical branchings is encoded by relations among relations (syzygies). In this
section we give an implementation of the CBCP for ORS using Gaussian elimination inspired
by the F4 algorithm [16].

Fix an ORS X = (Σ,≺, R) compatible with a monomial order ≺. Let P = {f1, . . . , fn} be a

GetRM(σ)(X, P)
Input: An ORS X = (Σ,≺, R),
A list of rewriting monomials P.
Output: A list of rewriting monomials R ′.

1 R ′ := P;
2 T := ∪f∈P Supp(t(f));
3 treated := lm(P);
4 while T 6= ∅ do
5 select u ∈ T ;
6 T := T \ {u};
7 treated := treated ∪ {u};
8 if σ(u) not an identity then
9 R ′ := R ′ ∪ {σ(u)};

10 T := T ∪ {Supp(t(σ(u))) \ treated};

11 return R ′;

set of rewriting monomials on Σ,
and consider the totally ordered set
Supp(P) := ∪f∈P Supp(s(f) − t(f)) =
{u1 ≺ · · · ≺ uk}. We define the matrix
MP ∈Mn,k(K) where (MP)i,j is the co-
efficient of uj in s(pi) − t(pi). Thus we
can read the elements of P as the rows
of MP, where the largest nonzero coef-
ficient is the source monomial and the
other coefficients correspond to the tar-
get polynomial. For examples, see the
matrices in the appendix.

The first step of completion is as fol-
lows. We fix a reduction strategy σ. For
each rewriting monomial p of P, we cal-
culate a reduction path, starting with p,
from s(p) to a normal form, which fol-
lows σ after the first step. We then re-

4
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turn the set R ′ := GetRM(σ)(X, P) of rewriting monomials wrt R that appear in these paths.
As for the case of non-commutative algebras [16, Prop. 4.21], if P is finite, then GetRM(X, P)
terminates.

Reduction(X, P)
Input: An ORS X = (Σ,≺, R),
A list of rewriting monomials P.
Output: A list of rewriting rules P ′.

1 R ′ := GetRM(σ)(X, P);
2 M ′ := RowReduce(MR ′);
3 P ′ := {α row of M ′

| α 6= 0 and s(α) /∈ s(R ′)};
4 return P ′;

The next step is to reduce the ma-
trix MR ′ to its row reduced echelon form,
RowReduce(MR ′), by Gaussian elimination.
The resulting rows whose largest monomials
are not sources of rewriting monomials in R ′

form a set of new rewriting rules P ′, which is
the result of Reduction(X, P).

Finally, we choose a confluence obstruc-
tion map CO and a selection strategy S, that
returns a subset of branchings, in order to
parallelize the completion procedure. The selection strategy in the procedure F4 is equivalently
a filtration on Branchings. For instance, the normal selection strategy consists in filtering
branchings by weight of the source, and starting with those of minimal leading weight [11]. For
homogeneous presentations, this appears to works well.

3.1. Theorem. Let X be an ORS, CO a confluence obstruction map and S a selection strategy.
If the procedure F4(C,S) terminates on X, then the ORS F4(CO,S)(X) is convergent.

F4(CO,S)(X)
Input: An ORS X = (Σ,≺, R).
Output: A convergent ORS

X ′ = (Σ,≺, R ′).

1 R ′ := R;
2 AddedRules := true;
3 while AddedRules do
4 AddedRules := false;
5 Branchings := CO(Σ, R ′);
6 while Branchings 6= ∅ do
7 B := S(Branchings);
8 Branchings := Branchings \ B;
9 P := ∪{f,g}∈B{f, g};

10 P ′ := Reduction((Σ,≺, R ′), P);
11 if P ′ 6= ∅ then
12 R ′ := R ′ ∪ P ′;
13 AddedRules := true;

14 return (Σ,≺, R ′);

The proof works as follows. F4(CO,S)(X)
terminates only if, at some iteration of the
first while loop, P ′ is an empty set for every
iteration of the second while loop. This only
happens if X ′ is CO(X ′)-convergent, which is
equivalent to convergence of X ′.

Note that an associative algebra can be
seen as a non-symmetric operad concentrated
in arity 1. By specifying CO and S and re-
stricting F4 to associative algebras, we re-
cover some previously published procedures.
If CO returns the set of critical branchings, we
get the non-commutative F4 procedure intro-
duced in [25]. If S selects a single branching
and CO returns the set of critical branchings,
we get the non-commutative Buchberger pro-
cedure [1, 2]. If CO eliminates critical branch-
ings following the optimizations of [17, 25]
(interreduction and chain criterion), then we
recover their procedures.

5
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Appendix

As an illustration, we execute algorithm F4 on an ORS presenting the anti-associative operad.
First, we introduce some notations.

Preliminaries. We represent monomials by planar trees with numbered inputs. For instance,

w =

x

1 y
2

z
u

3 4

v
5 6

is a monomial where the arities are ar(x) = 3, ar(y) = 1, and ar(z) = ar(u) = ar(v) = 2.
The weight of a monomial u is the number of its inner vertices. For instance, |w| = 5.

Let P be a collection. For x ∈ P(k), y ∈ P(n), and 1 6 i 6 k, denote by

x ◦i y := x ◦ (ε, . . . , ε, y
i
, ε, . . . , ε)

the elementary composition of x and y.

Example. Consider the following ORS that presents the anti-associative operad [21]

X := 〈x ∈ X(2) | f : x ◦1 x→ −x ◦2 x〉.

Let us study the execution of algorithm F4 with:

1. the confluence obstruction map that selects essential branchings, [20],

2. the selection strategy that selects the branchings of lowest weight,

3. the reverse path-lexicographic monomial order ≺, [3],

4. the reduction strategy σ given by taking the smallest rewriting monomial for the context
path-lexicographic order defined in [20].

At the first iteration of the algorithm F4, there is one essential branching (f ◦1 x, x ◦1 f).
The algorithm GetRM applied to (X, {f ◦1 x, x ◦1 f}) returns the set

R ′ = {x ◦1 f, f ◦2 x, x ◦2 f, f ◦1 x, f ◦3 x}.

Then the matrix MR ′ is of the following form

8
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


x
x

x

x
x
x

x
x x

x
x

x

x
x
x

f

x
1 0 1 0 0

x
f 1 1 0 0 0

f

x
0 1 0 1 0

f

x
0 0 1 0 1

x
f 0 0 0 1 1




.

where the columns are ordered by reverse path-lexicographic order. We check that RowReduce(MR ′)
is the 5 × 5 identity matrix, and that Reduction(X, {f ◦1 x, x ◦1 f}) returns one rewriting rule,
g : x ◦2 (x ◦2 x) → 0, which we add to the ORS. At the next iteration, there are four essential
branchings:

P := {(f ◦3 (x ◦2 x), g ◦1 x), (x ◦ (f ◦3 x), g ◦2 x), (x ◦2 (x ◦2 f), g ◦3 x), (x ◦2 g, g ◦4 x)}.

Using the selection strategy, we once again select all branchings. The matrix MGetRM(σ)(X,P)

is




x
x x

x

x
x

x x

x
x
x

x

x
x
x
x

f

x
x

1 0 0 1

x
f

x
0 1 0 1

x
x
f

0 0 1 1

g
x

1 0 0 0

g
x

0 1 0 0

g
x

0 0 1 0

g
x

0 0 0 1

x

g
0 0 0 1




Since each column corresponds to the source of a rewriting monomial in R ′, the algorithm
Reduction cannot produce new rewriting rules. Thus, the procedure F4 terminates and the final
convergent presentation is

〈 x ∈ X(2) | f : x ◦1 x→ −x ◦2 x, g : x ◦2 (x ◦2 x) → 0 〉.

9
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Abstract

Ground-confluence and confluence do not coincide. However, for the class of left-linear
right-ground TRSs confluence can be reduced to ground-confluence by extending the
signature with fresh constants. We present a formalization in Isabelle/HOL of a more
general result, for linear variable-separated rewrite systems. From this formalization we
obtain a sound procedure to decide confluence, commutation and unique normal forms of
such systems. We implemented this procedure in the decision tool FORT-h, which also can
produce machine checkable proofs, and in the certifier FORTify to validate these.

1 Introduction

Dauchet and Tison [2] proved the decidability of the first-order theory of rewriting for the class
of ground rewrite systems. The recent tool FORT-h [6] implements an extension of the decision
procedure for the larger class of linear variable-separated rewrite systems. FORT-h is capable
of producing certificates that witness the steps in the decision procedure. These certificates
are validated by FORTify [6], a verified Haskell program obtained from the Isabelle/HOL
formalization of the underlying theory reported in [5].

The decision procedure is based on tree automata techniques and hence is restricted to
properties on ground terms. In this paper we are concerned with extending FORT-h and FORTify
to deal with confluence-related properties on arbitrary terms. These include commutation (COM)
and unique normal forms with respect to conversion (UNC) and reduction (UNR). This allows
the combination of these tools to be the first participant that produces provably correct answers
in the categories COM, UNC and UNR of the Confluence Competition (CoCo).

We assume familiarity with (first-order) term rewriting [1], but do not impose the usual
variable restrictions on rewrite rules. In the next section we present the formalized signature
extension results that allow to reduce confluence-related properties to properties on ground
terms. Section 3 explains the changes made to FORT-h and FORTify. We conclude in Section 4
with suggestions for future research.

2 Theory

We start this section by recalling the results of [3, 7, 8] concerning the reduction of confluence-
related properties to their ground versions. The first lemma is from [7,8]. Here P consists of

∗This work is supported by the Austrian Science Fund (FWF) project P30301.
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the following properties

CR : ∀ s∀ t∀u (s→∗ t ∧ s→∗ u =⇒ t ↓ u) confluence

SCR : ∀ s∀ t∀u (s→∗ t ∧ s→∗ u =⇒ ∃ v (t→= v ∧ u→∗ v)) strong confluence

WCR : ∀ s∀ t∀u (s→ t ∧ s→ u =⇒ t ↓ u) local confluence

NFP : ∀ s∀ t∀u (s→∗ t ∧ s→! u =⇒ t→! u) normal form property

UNR : ∀ s∀ t∀u (s→! t ∧ s→! u =⇒ t = u) unique normal forms wrt reduction

UNC : ∀ t∀u (t↔∗ u ∧ NF(t) ∧ NF(u) =⇒ t = u) unique normal forms wrt conversion

For a property P ∈ P, GP denotes the property P restricted to ground terms.

Lemma 1. Let R be a left-linear right-ground TRS over a signature F that contains at least
one constant.

1. (F ,R) � P ⇐⇒ (F ] {c},R) � GP for all P ∈ P \ {UNC}
2. (F ,R) � UNC ⇐⇒ (F ] {c, d},R) � GUNC

3. If R is ground or F is monadic then (F ,R) � P ⇐⇒ (F ,R) � GP for all P ∈ P.

The constants c and d are assumed to be fresh (i.e., c, d /∈ F) throughout this paper.
A signature is monadic if every function symbol has arity at most one. A formalization in
Isabelle/HOL of the third item has been reported in [3].

Definition 2. A TRS R is variable-separated if Var(l) ∩ Var(r) = ∅ for all l→ r ∈ R.

We emphasize that the usual restriction Var(r) ⊆ Var(l) is not imposed on these systems.
For linear variable-separated TRSs the first item of Lemma 1 does not hold. In [3] a (non-
formalized) proof is presented that two fresh constants are sufficient to reduce confluence to
ground confluence.

Lemma 3 ([3, Theorem 6.4]). If R is a linear variable-separated TRS over a signature F then
(F ,R) � CR ⇐⇒ (F ] {c, d},R) � GCR.

The necessity of adding two fresh constants follows from the following example from [3].

Example 4. Consider the linear variable-separated TRS R consisting of the single rule a→ x over
the signature F = {a}. Since x R← a→R y with distinct variables x and y, R is not confluent.
Ground-confluence holds trivially as a →R a is the only rewrite step between ground terms.
Adding a single fresh constant b does not destroy ground-confluence (a→R a and a→R b are
the only steps). By adding a second fresh constant c, ground-confluence is lost: b R← a→R c.

We generalize Lemma 3 to commutation (COM) and unique normal forms (UNC and UNR),
where

COM : ∀ s∀ t∀u (s→∗R t ∧ s→∗S u =⇒ ∃ v (t→∗S v ∧ u→∗R v)) commutation

The proof below is formalized. In the proof we restrict attention to rewrite sequences that involve
a root step. Root steps are important since they permit the use of two arbitrary substitutions on
the left and right of rule used in the root step, due to variable separation of the rules. Therefore
we start with a preliminary result (Lemma 6) which provides abstract conditions that permit
this restriction. We write →∗ε∗R for the relation →∗R · →ε

R · →∗R. The proof of Lemma 6 is
obtained by a straightforward induction on the term structure and the multi-hole context closure
of the rewrite relation, and is omitted.

2
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Definition 5. A binary predicate P on terms over a given signature F is closed under multi-hole
contexts if P (C[s1, . . . , sn], C[t1, . . . , tn]) holds whenever C is a multi-hole context over F with
n > 0 holes and P (si, ti) holds for all 1 6 i 6 n.

Lemma 6. Let A and B be TRSs over the same signature F and let P be a binary predicate
that is closed under multi-hole contexts over F .

1. If P (s, t) for all terms s and t such that s→∗ε∗A t then P (s, t) for all terms s and t such
that s→∗A t.

2. If P (s, t) for all terms s and t such that s→∗ε∗A · →∗B t or s→∗A · →∗ε∗B t then P (s, t) for
all terms s and t such that s→∗A · →∗B t.

We show how Lemma 6 is instantiated for the properties of interest.

• For UNC we use part 1 with P1(s, t) : NF(s) ∧ NF(t) =⇒ s = t and R∪R− for A.

• For UNR we use part 2 with the same predicate P1 and R− for A and R for B.

• For COM we use part 2 with P2(s, t) : s→∗S · →∗R− t and R− for A and S for B.

Lemma 7. The properties P1 and P2 are closed under multi-hole contexts.

The next lemma is a key result. It allows the removal of introduced fresh constants while
preserving the reachability relation. Note that variable-separation is not required.

Lemma 8. Let R be a linear TRS over a signature F that contains a constant c which does
not appear in R. If s→∗R t with c ∈ Fun(s) \ Fun(t) then s[u]p →∗R t using the same rewrite
rules at the same positions, for all terms u and positions p ∈ Pos(s) such that s|p = c.

The restriction to linear TRSs can also be lifted, at the expense of a more complicated
replacement function and proof. Since the decision procedure implemented in FORT-h relies on
linearity and variable-separation, we present a simple proof for linear TRSs. Due to calculations
involving positions, the formalization in Isabelle/HOL was anything but simple.

Proof. We use induction on the length of s→∗R t. If this length is zero then there is nothing to
show as Fun(s) \ Fun(t) = ∅. Suppose s→R v →∗R t and write s = C[`σ]→R C[rσ] = v. Let
p′ be the position of the hole in C and let p ∈ Pos(s) with s|p = c. We distinguish two cases.

If p′ ‖ p then s[u]p = (C[u]p)[`σ]p′ →R v′ with v′ = (C[u]p)[rσ]p′ . Since v|p = C|p = c we
can apply the induction hypothesis to v →∗R t. This yields v′ →∗R t and hence s[u]p →∗R t as
desired.

In the remaining case, p′ 6 p. From s|p = c and the fact that c does not appear in R we
infer that there exists a variable y ∈ Var(`) such that c ∈ Fun(σ(y)). Let q be the (unique)
position of y in ` and consider the substitution

τ(x) =

{
σ(y)[u]q′ if x = y

σ(x) otherwise

Here q′ = p\(p′q) is the position of c in σ(y). If y /∈ Var(r) then v = C[rσ] = C[rτ ] and thus
s[u]p = C[`τ ]→R C[rτ ] = v →∗R t. If y ∈ Var(r) then there exists a unique position q′′ ∈ Pos(r)
such that r|q′′ = y. So v|p′q′′q′ = c and we obtain s[u]p = C[`τ ] →R C[rτ ] = v[u]p′q′′q′ →∗R t
from the induction hypothesis.

3
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Using the preceding two lemmata, the main result easily follows.

Lemma 9. Linear variable-seperated TRSs R and S over a common signature F commute if
and only if R and S ground-commute over F ] {c, d}.
Proof. First we prove the if direction. So suppose R and S ground-commute on terms in
T (F ] {c, d}). In order to conclude that R and S commute on terms in T (F ,V), according to
Lemma 6 it suffices to show the inclusions

→∗ε∗R− · →∗S ⊆ →∗S · →∗R− →∗R− · →∗ε∗S ⊆ →∗S · →∗R−

on terms in T (F ,V). Suppose s →∗ε∗R− · →∗S t. Let the substitution σc map all variables to
c and let σd map all variables to d. Since rewriting is closed under substitutions and the
variable-separated rule used in the root step →ε

R− allows changing the substitution, we obtain
sσc →∗ε∗R− · →∗S tσd. From ground commutation we obtain sσc →∗S · →∗R− tσd. Note that
s and t are terms in T (F ,V) and hence do not contain the constants c and d. Therefore,
d /∈ Fun(sσc) and c /∈ Fun(tσd). As a consequence, repeated applications of Lemma 8 transform
sσc →∗S · →∗R− tσd into a sequence s→∗S · →∗R− t in which c and d do not appear, proving the
first inclusion. Note that in our setting TRSs are closed under rule reversal. Hence we can apply
Lemma 8 in both directions, which allows us to remove the constant d from the term t. The
second inclusion →∗R− · →∗ε∗S ⊆ →∗S · →∗R− is obtained in the same way.

For the only-if direction we assume that R and S commute on terms in T (F ,V) and use
Lemma 6 to establish the commutation of R and S on terms in T (F ]{c, d}). We prove the first
inclusion. The second inclusion follows then by a symmetric argument. So let s→∗ε∗R− · →∗S t
and consider the following mapping φ : T (F ] {c, d})→ T (F , {x, y}):

φ(t) =





x if t = c

y if t = d

f(φ(t1), . . . , φ(tn)) if t = f(t1, . . . , tn)

Here x and y are distinct variables in V . A straightforward induction proof shows φ(u)→∗R− φ(v)
whenever u →∗R− v, for all u, v ∈ T (F ] {c, d}). The same holds for S. Hence, the given
sequence from s to t is transformed into φ(s) →∗ε∗R− · →∗S φ(t). Since c and d do not appear
in the transformed sequence, we obtain φ(s)→∗S · →∗R− φ(t) from the commutation of R and
S. Define the substitution τ = {x 7→ c, y 7→ d}. Since rewriting is closed under substitution,
s = φ(s)τ →∗S · →∗R− φ(t)τ = t.

The proofs for the unique normal form properties (UNC and UNR) are obtained in a similar
manner.

Lemma 10. Let R be a left-linear variable-separated TRS over a signature F that contains at
least one constant.

• (F ,R) � UNR ⇐⇒ (F ] {c, d},R) � GUNR.

• (F ,R) � UNC ⇐⇒ (F ] {c, d},R) � GUNC.

3 FORT-h and FORTify

The overall design of FORT-h and FORTify is shown in Figure 1. If FORT-h does not time out,
it produces a certificate in the certificate language that is formally described in [6, Section 4].

4
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FORT-h

TRSs

formula

yes

no

timeout

certificate

FORTify

4 / error
(A)

(B)

Figure 1: FORT-h and FORTify.

Certificates can be viewed as a recipe for the certifier to perform certain operations on tree
automata and formulas in order to confirm the yes/no claim of FORT-h. The certifier is the
verified Haskell code base that is generated by Isabelle’s code generation facility, corresponding
to module (B) of FORTify. Module (A) contains a Haskell parser to translate strings representing
formulas (TRSs, signatures, certificates) to semantically equivalent objects in the data types
obtained from the generated code in module (B). The reader is referred to [6] for further details.

Here we briefly describe the required changes to this setup in order to accommodate the
results mentioned in the preceding sections.

FORT-h already had support for some properties on open terms [6] based only on Lemma 3.
If the input formula was one of the predefined macros for a property on open terms (e.g. CR),
it would execute the decision procedure with the signature extended by two constants on the
formula of the corresponding ground property (e.g. GCR). To improve the performance of the
decision procedure we implemented the optimizations described in Lemma 1. This means the
number of additional constants now depends on the properties of the input TRS, which in some
cases leads to smaller signatures, therefore leading to faster decisions by the tool.

The more interesting changes relate to FORTify. Since the certificate serves as a proof that
a formula holds for ground terms, we chose to keep the certificate format unchanged. The
signature extension described in Lemmata 1, 3 and 9 were implemented as a preprocessing
step of the formula which, just like FORT-h, checks if the input formula is a property on open
terms. If that is the case, the signature is extended and the formula set to the corresponding
ground property. Here care has to be taken that both FORT-h and FORTify use the same
definitions for their ground property, since this formula has to match the one in the certificate.
The choice to keep the certificate unchanged also means that the interface between FORT-h
and FORTify remains unchanged and FORTify is fully backwards compatible. Note that this
preprocessing step is implemented in module (A) of FORTify (see Figure 1) by hand, hence is

5
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not code generated from the formalization.

4 Conclusion

We showed that commutation of linear variable-separated TRSs reduces to ground-commutation
after the signature is extended with two fresh constants. (This is not to be confused with
signature extension results for commutation, which are studied in [4,9].) The proof is formalized
in Isabelle/HOL and can be obtained from the website

https://fortissimo.uibk.ac.at/iwc2021

accompanying this paper. Precompiled binaries of the new versions of FORT-h and FORTify are
available from the same site. A similar formalized proof for NFP is expected soon.

The current implementation of FORTify supports certifying decisions of the properties UNR,
UNC, CR, and COM of FORT-h. At the moment these properties must appear at the root of the
input formula. This restriction comes from the underlying decision procedure presented in [5] in
which the signature is assumed to be fixed. Possible future work is to permit these properties
to appear within a formula. This would allow certifying results for a formula like GCR ∧ ¬CR.
FORT-h already has support for this, but the results cannot be certified.

Another improvement would be moving the signature extension procedure from module (A)
into the formally verified module (B). While this would necessarily change the interface between
(A) and (B), the certificate format could still remain unchanged for backwards compatibility.
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Abstract

In Moggi’s computational calculus, reduction is the contextual closure of the rules
obtained by orienting three monadic laws. In the literature, evaluation is usually defined
as the closure under weak contexts (no reduction under binders): E = 〈〉 | letx :=E inM .

We show that, when considering all the monadic rules, weak reduction is non-
deterministic, non-confluent, and normal forms are not unique. However, when interested
in returning a value (convergence), the only necessary monadic rule is β, whose evaluation
is deterministic.

The computational λ-calculus, noted λc, was introduced by Moggi [11, 12, 13] as a meta-
language to describe computational effects in programming languages. Since then, computa-
tional λ-calculi have been developed as foundations of programming languages, formalizing both
functional and effectful features [20, 1, 16, 9, 2], in a still active line of research.

To model effectful features at a semantic level, Moggi used the categorical notion of monad.
A monad can be equivalently presented as a Kleisli triple satisfying three identities [13, 10]. At
an operational level, Moggi [11] internalized these identities into the syntax of λc, giving rise
to three conversion rules—called monadic laws—that are added to the usual β and η rules.

Nowadays the literature is rich of computational calculi that refine Moggi’s λc. Such calculi
are presented in at least three different fashions: fully equational systems [9, 15] (all conversion
rules are unoriented identities); hybrid systems where β (and η, if considered) are oriented
rules while the monadic laws are identities on terms [2]; reduction systems where every rule is
oriented [17]. Here we follow the latter approach, which brings to the fore operational aspects
of reduction and evaluation which seem to have been neglected in the literature.

Indeed, in the literature of calculi with effects [9, 2], evaluation is usually weak, that is, it is
not allowed in the scope of the binders (λ or let). This is the way evaluation is implemented by
functional programming languages such as Haskell and OCaml. Moreover, only β and let.β are
considered. However, in Moggi’s λc and in Sabry and Wadler’s [17], the reduction is full, that
is, reduction is the compatible closure of all the monadic rules. When considering all the rules,
we observe—quite unexpectedly—that evaluation (i.e. weak reduction) is non-deterministic,
non-confluent, and normal forms are not unique.

Reduction and Evaluation. Here we focus on a computational λ-calculus which is standard
in the literature, namely Sabry and Wadler’s λml∗ [17]. This is a neat and compact refinement
of Moggi’s untyped λc [11]—the relation between the two calculi is formalized by a reflection[17].

λml∗—which we display in Figure 1— has a two sorted syntax that separates values (i.e.
variables and abstractions) and computations. The latter are either let-expressions (aka explicit
substitutions, capturing monadic binding), or applications (of values to values), or coercions
[V ] of values V into computations (corresponding to the return operator in Haskell).
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Values: V,W ::= x | λx.M
Computations: M,N ::= [V ] | letx :=M inN | VW

Reduction rules:

(β) (λx.M)V 7→β M [V/x]

(η) λx.V x 7→η V x 6∈ fv(V )

(let.β) letx :=[V ] inN 7→let.β N [V/x]

(let.η) letx :=M in [x] 7→let.η M

(let.ass) let y :=(letx :=L inM) inN 7→let.ass letx :=L in (let y :=M inN) x 6∈ fv(N)

Figure 1: λml∗ : Syntax and Reduction

• The reduction rules in λml∗ are the usual β (and η) rules from Plotkin’s call-by-value
λ-calculus [14], plus the oriented version of the three monadic laws: let.β, let.η, let.ass
(see Figure 1).

• Reduction → is the contextual closure of the reduction rules.

Following standard practice, we define evaluation →w ml∗ (aka sequencing) as the closure of

the rules under evaluation context E:

E ::= 〈 〉 | letx :=E inN evaluation context

Informally, the operational understanding of weak reduction is that evaluating letx :=M inN
amounts to first evaluate M until it returns a value, that is, until a computation of the form
[V ] is reached. Then V is passed to N by substituting V for x in N , thanks to the rule let.β.

Despite the prominent role that weak reduction has in the literature of calculi with effects,
its reduction properties are somehow surprising. While full reduction →ml∗ is confluent, the
closure of the rules under evaluation context turns out to be non-deterministic, non-confluent,
and its normal forms are not unique.

Note that such issues only come from the monadic rules let.η and let.ass (sometimes called
identity and associativity, respectively, in the literature), not from β or let.β. It is worth to
clarify that while the literature on computational λ-calculi often adopts weak reduction (see for
instance, [9, 2], where a big-step variant is used), the rules let.ass and let.η are usually dealt
with as unoriented identities—the only oriented rules being β and let.β.

(Non-)Confluence. In λml∗ , the reduction →ml∗ is confluent, but weak reduction →w ml∗ is

not. We now give some examples. For every γ ∈ {β, η, let.β, let.η, let.ass}, the weak γ-reduction
→w γ is the closure of the rule 7→γ under weak contexts E.

Example 1 (Non-confluence). Let M be a computation in normal form, for instance M = xx.

let y :=(letx :=zz inM) in [y]
let.η

w
- letx :=zz inM

letx :=zz in (let y :=M in [y])

let.ass w
?

Both letx := zz inM and letx := zz in (let y :=M in [y]) are normal for →w ml∗ (in the latter, the

let.η-redex let y :=M in [y] cannot be fired by weak reduction), but they are distinct.

2
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Example 2 (Non-confluence). Let R = P = Q = L = zz and:

M := let z = (let x = (let y = L in Q) in P ) in R

There are two weak let.ass-redexes, the overlined one and the underlined one. So,

M →w let.ass letx :=(let y :=L inQ) in (let z :=P inR)

→w let.ass let y :=L in (letx :=Q in (let z :=P inR)) =: M ′

M →w let.ass let z :=(let y :=L in (letx :=Q inP )) inR

→w let.ass let y :=L in (let z :=(letx :=Q inP ) inR) =: M ′′

Both M ′ are M ′′ are normal for →w ml∗ (in M ′′, the let.ass-redex let z := (letx :=Q inP ) inR is

under the scope of a let and so cannot be fired by weak reduction), but they are distinct.

Example 3.

Non-determinism—but confluence—of →let.η. Let M = yy and N = zz:

letx :=(let y :=(let z :=N in [z]) inM) in [x]
let.η

w
- let y :=(let z :=N in [z]) inM

letx :=(let y :=N inM) in [x]

let.η w
? let.η

w
- let y :=N inM

let.η w
?

Summing up the situation:

1. →w β and →w let.β and →w β, let.β :=→w β ∪→w let.β are deterministic.

2. →w let.η is non-deterministic, but it is confluent.

3. →w let.ass is non-deterministic, non-confluent and normal forms are not unique.

4. →w let.ass∪→w let.β∪→w β is non-deterministic, non-confluent and normal forms are not unique.

5. →w ml∗ is non-deterministic, non-confluent and normal forms are not unique.

(Non-)Factorization. Another remarkable aspect making the reduction theory for λml∗
(and for other computational λ-calculi) tricky to study is the lack of factorization, which is the
simplest possible form of standardization.

In Plotkin’s call-by-value λ-calculus [14] (which can be seen as the restriction of λml∗ where
the reduction is generated only by the β-rule), weak reduction satisfies factorization, that is
any reduction sequence can be reorganized as weak steps followed by non-weak steps:

→∗β ⊆ →w ∗β · →¬w ∗β (1)

But in λml∗ (and similar computational λ-calculi), weak factorization does not hold. The
problem is here the let.η rule, as shown by the following counterexample, due to van Oostrom
[19].

3
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Example 4 (Non-factorization [19]). Consider

M := let y :=(zz) in (letx :=[y] in [x]) →¬w let.η let y :=(zz) in [y] →w let.η (zz) =: N

Weak steps are not possible from M , so it is impossible to factorize the reduction form M to
N as M→w ∗ml∗ · →¬w ∗ml∗ N .

A bridge between Evaluation and Reduction. On the one hand, computational λ-calculi
such as λml∗ have an unrestricted non-deterministic reduction that generates the equational
theory of the calculus, studied for foundational and semantic purposes. On the other hand,
weak reduction has a prominent role in the literature of computational λ-calculi, because it
models an ideal programming language. Indeed, when restricted to closed terms (which are
the terms corresponding to programs), normal forms of weak reduction coincide with values;
and when restricted to β and let.β steps, weak reduction is deterministic and corresponds to an
abstract machine, implementing a programming language. It is then natural to wonder what is
the relation between reduction and evaluation.

In Plotkin’s call-by-value λ-calculus [14], the following convergence result provides a bridge
between reduction and evaluation: if a term M β-reduces to a value, then M only needs weak
β-reduction to reach a value.

M →∗β V (for some value V ) ⇐⇒ M→w ∗β V ′ (for some value V ′) (2)

In λml∗ , despite several drawbacks of weak reduction, we can still prove a convergence result
similar to (2) relating reduction and evaluation: to reach a value in λml∗ , weak β-steps and
weak let.β-steps suffice.

Theorem 5 (Convergence). Let M be a computation in λml∗ and let →ml∗−
:=→ml∗ r→η.

M →∗ml∗− [V ] (for some value V ) ⇐⇒ M→w ∗β, let.β [V ′] (for some value V ′) (3)

Because of the issues which we have presented, this result is non-trivial. We obtain it via the
study of a calculus recently introduced by de’Liguoro and Treglia’s, namely the computational
core λ© [4]. λ© has the same issues, but a different syntax, which is more closely related to
calculi inspired by linear logic [18, 5, 8, 6], whose properties and tools we can then use. The
analysis of the reduction theory of λ© is carried-out in [7]. We then transfer the convergence of
λ© to that of λml∗ , via a rather sophisticated analysis of the translation.

Conclusion. Convergence in λml∗ relates full reduction to evaluation, and provides a theo-
retical justification to the following facts:

1. functional programming languages with computational effects use weak reduction as eval-
uation mechanism; indeed, weak reduction is enough to return values.

2. in computational λ-calculi, when interested in returning a value, the only rules of interest
for weak reduction are β and let.β—which are deterministic and do not have unpleasant
rewriting properties—while the rules let.ass and let.η can be safely considered as unori-
ented identities external to the reduction.

4
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IWC2021 vs IWC2020. We present work which has been developed after de’Liguoro and
Treglia’s presentation at IWC20 [3], and thanks to the interactions there. The developments
benefited of the discussion at the workshop, in particular of subsequent crucial comments by
Vincent van Oostrom [19], and of new collaborations prompted there. In [3], preliminary—and
incomplete—work on weak factorization for de’Liguoro and Treglia’s computational calculus λ©

[4] was presented. Such a work has then evolved in the analysis of the reduction theory for λ©

in [7]. One may wonder if the properties discovered there are specific to that specific calculus,
or how that relates to the literature of computational calculi.

Here, we focus on mainstream and well-established formalizations of the computational
calculus. We consider a standard calculus which is well-studied in the literature, namely Sabry
and Wadler’s λml∗ [17]. We show that the properties of non-confluence and non-factorization of
evaluation which are studied in [7] actually do hold also in λml∗—and in fact in any calculus
in which the monadic rules are oriented. We find this fact quite surprising, and worth to be
explicitly stated. To our knowledge, it does not appear in the literature.

Furthermore, we are able to show that the convergence result which is established in [7]
transfers to λml∗ , even though the translation between the two calculi does not directly preserve
weak reduction (a more sophisticated analysis is needed).
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A Confluent Trace Semantics for Probabilistic
Lambda Calculus

Andrew Kenyon-Roberts

Abstract—Probabilistic lambda calculus has a weaker version
of the confluence property of plain lambda calculus. However,
in the usual formulation, this only applies in the sense of
distributions, but not to individual traces of random choices. A
new labelling scheme for random choices is introduced for PPCF,
a simply-typed functional language with explicit recursion, real
numbers and a random sampling operator, that allows a confluent
version of trace semantics to be defined (with a restricted set of
call-by-value reduction strategies).

I. INTRODUCTION

Non-probabilistic lambda calculi are generally confluent,
i.e. if a term A reduces to both B1 and B2, there is some C to
which both B1 and B2 reduce, so the reduction order mostly
doesn’t matter. In the probabilistic case, this may not be true,
because β-reduction can duplicate samples, so the outputs of
the copies of the sample may be identical or independent,
depending on whether the sample is taken before or after
β-reduction. Consider for example the term (λx.x+x) sample,
where sample reduces to a number chosen uniformly at
random from the interval I = [0, 1]. If it is reduced in call-by-
value order, first the sample reduces to some number r, then
the β redex is evaluated, then r is added to itself, yielding
2r. If it is reduced in call-by-name order instead, first the β
redex is reduced, yielding sample+ sample, then the samples
are evaluated independently and added, yielding r + r′. As r
and r′ are independent, the distribution of results is triangular,
with support [0, 2] and peak at 1, which is different from the
uniform distribution of results in the CbV case.

The results obtained by CbV and CbN evaluation differ in a
significant way, however, there are some cases where the order
of evaluation doesn’t matter. For example, in sample+sample,
the order in which the samples are evaluated doesn’t affect
the final result, and in (λx.sample) 0, the β redex and the
sample can be evaluated in either order. In order to obtain the
desired confluence result, we restrict our attention to a class
of reduction strategies that are equivalent to CbV, as the CbN
semantics is less expressive, being unable to force evaluation
of a random choice and duplicate the result.

Even with such a restriction, a trace semantics in the usual
style would not be entirely confluent. In the normal sort
of trace semantics [1], there is a sequence of samples, the
trace, selected at random from a trace space such as IN, then
for every sample statement reduction, the next sample from
the trace is used in order, so that the samples in the trace
are effectively each labelled by a number corresponding to
the execution order of the sample statements. Consider the

evaluation of the term sample − sample using one of these
simple linear traces, (1, 0, . . . ). It would reduce to either 1 or
−1 depending on the order of evaluation of the samples, as
that determines which sample from the pre-selected sequence
is used for each one. To fix this, rather than pre-selecting
samples according to the order they’ll be drawn in, they can
be labelled according to the position in the term where they’ll
be used instead.

Further details, including all of the missing proofs, can be
found in [2, §IV, §D].

A. Outline

First, the syntax of the language PPCF is introduced.
Positions are defined as a way of addressing sample statements
within a program independently of the reduction order. Next,
a version of the reduction relation is presented that is nonde-
terministic, so that it allows a choice of what order to perform
reductions in. The notion of positions is extended to potential
positions, for samples which may appear later in the reduction
sequence but not necessarily in the initial term. In order to
allow potential positions in different reduction sequences to
be considered equivalent, a relation ∼∗ is defined, and finally,
all of these are used to construct a confluent version of the
trace semantics, ⇒, that is still nondeterministic in reduction
order, but does specify the outcome of random choices.

II. SYNTAX OF PROBABILISTIC PCF

The language PPCF is a call-by-value version of PCF with
sampling of real numbers from the closed interval [0, 1] [3–5].
Types and terms are defined as follows, where r is a real
number, x is a variable, f : Rn → R is any measurable
function, and Γ is an environment:

types A,B ::= R | A→ B

values V ::= λx.M | r
terms M,N ::= V | x |M1M2 | f(M1, . . . ,Mn) | YM

| if(M < 0, N1, N2) | sample

The typing rules are standard (see Fig. 1). The restriction
to well-typed terms is only necessary here in order to avoid
reaching terms which contain nonsense such as applying a
number as though it were a function, so a more liberal type
system would work just as well. Simple types are just used for
simplicity. Terms are identified up to α-equivalence, as usual.
The set of all terms is denoted Λ, and the set of closed terms
is denoted Λ0.
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Γ;x : A ` x : A

Γ;x : A `M : B

Γ ` λx.M : A→ B

Γ `M : A→ B Γ ` N : A

Γ `M N : B

Γ `M : (A→ B)→ (A→ B)

Γ ` YM : (A→ B)

Γ `M : R Γ ` N1 : A Γ ` N2 : A

Γ ` if(M < 0, N1, N2) : A

r : R Γ ` sample : R
Γ `M1 : R . . . Γ `Mn : R

Γ ` f(M1, . . . ,Mn) : R
(f : Rn → R)

Figure 1. Typing rules of PPCF

III. POSITIONS

A position is a finite sequence of steps into a term, defined
inductively as

α ::= · | λ;α | @1;α | @2;α | f i;α
| Y;α | if1;α | if2;α | if3;α.

The subterm of M at α, denoted M | α, is defined as

M | · =M

λx.M | λ;α =M | α
M1M2 | @i;α =Mi | α for i = 1, 2

f(M1, . . . ,Mn) | f i;α =Mi | α for i ≤ n
YM | Y;α =M | α

if(M1 < 0,M2,M3) | ifi;α =Mi | α for i = 1, 2, 3

so that every subterm is located at a unique position, but
not every position corresponds to a subterm (e.g. x y | λ
is undefined). A position such that M | α does exist is
said to occur in M . Substitution of N at position α in
M , written M [N/α], is defined similarly. For example, let
M = λx y.y (if(x < 0, y (f(x)), 3)) and α = λ;λ; @2; if2; @2

then M [sample/α] = λx y.y (if(x < 0, y sample, 3)).

Two subterms N1 and N2 of a term M , corresponding to
positions α1 and α2, can overlap in a few different ways.
If α1 is a prefix of α2 (written as α1 ≤ α2), then N2 is
also a subterm of N1. If neither α1 ≤ α2 nor α1 ≥ α2, the
positions are said to be disjoint. The notion of disjointness is
mostly relevant in that if α1 and α2 are disjoint, performing
a substitution at α1 will leave the subterm at α2 unaffected.

Thus we can define a nondeterministic reduction relation
→.

Definition III.1. The binary relation → is defined by the
following rules, each is conditional on a redex occurring at

position α in the term M :

if M | α = (λx.N)V, M →M [N [V/x]/α]

if M | α = f(r1, . . . , rn), M →M [f(r1, . . . , rn)/α]

if M | α = Yλx.N, M →M [λz.N [(Yλx.N)/x]z/α]

where z is not free in N
if M | α = if(r < 0, N1, N2), M →M [N1/α] where r < 0

if M | α = if(r < 0, N1, N2), M →M [N2/α] where r ≥ 0

if M | α = sample and λ does not occur after @2 or Y in α,
M →M [r/α] where r ∈ [0, 1].

In each of these cases, M | α is the redex, and the reduction
takes place at α. Each subterm can be a redex in at most one
way, but there can be multiple redexes at different positions.

The argument of a β redex and the body of a Y redex may
be duplicated by those reductions. It is therefore these cases
that need to be handled carefully to avoid duplicating samples
at the wrong time. In both cases, the potentially duplicated part
must already be a value, which excludes terms like sample or
sample+1, which should be evaluated before being duplicated.
In the other direction, if a sample occurs inside of a λ, it may
need to be duplicated before being evaluated, which is why a
sample reduction isn’t allowed inside a λ inside a Y or the right
side of an application. These restrictions are in some cases
unnecessarily strict, for example, in (λx.x)((λy.sample)0), it
would be fine to evaluate the sample first, but they are at least
sufficient to ensure confluence in terms of the distribution of
results. Getting individual traces to behave correctly will take
more work though.

IV. SKELETAL REDUCTION SEQUENCES

Labelling the pre-chosen samples by the positions in the
term by using I{α| (M |α)=sample} as the trace space would not
be sufficient to solve the issue of different samples being used
in corresponding locations in different reduction sequences
because in some cases, a sample will be duplicated before
being reduced, for example, in (λx.x 0 + x 0)(λy.sample),
both of the sample redexes that eventually occur originate at
@2;λ. It is therefore necessary to consider possible positions
that may occur in other terms reachable from the original term.
Even this is itself inadequate because some of the positions
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in different reachable terms need to be considered the same,
and the number of reachable terms is in general uncountable,
which leads to measure-theoretic issues.

We are thus led to consider the reduction relation on
skeletons. Define a skeleton to be a term but, instead of having
real constants r, it has a placeholder X, so that each term M
has a skeleton Sk(M), and each skeleton S can be converted
to a term S[r] given a vector r of n real numbers to substitute
in, where n is the number of occurrences of X in S. Positions
in a skeleton and the reduction relation → on skeletons can
be extended from the definitions on terms in the obvious way,
with if(X < 0, A,B) reducing nondeterministically to both A
and B, sample reducing to X, and X considered as (the skeletal
equivalent of) a value, so that (λx.A)X reduces to A[X/x]. For
example, we have (λx.if(x < 0, x,X)) sample → (λx.if(x <
0, x,X))X→ if(X < 0,X,X)→ X.

Given a closed term M , let L0(M) be the set of pairs,
the first element of which is a →-reduction sequence of
skeletons starting at Sk(M), and the second of which is a
position in the final skeleton of the reduction sequence. As
with the traces from IN used to pre-select samples to use in the
standard trace semantics, modified traces, which are elements
of IL0(M) (with one more caveat introduced after Def. V.2),
will be used to pre-select a sample from I for each element
of L0(M), which will then be used if a sample reduction is
ever performed at that position.

A (skeletal) reduction sequence is assumed to contain the
information on the locations of all of the redexes as well as
the actual sequence of skeletons that occurs. For example,
(λx.x)((λx.x)X) could reduce to (λx.x)X with the redex at
either · or @2, and these give different reduction sequences.

Example IV.1. Consider the terms

A[M ] = if(if(M > 0, I, I)(λy.sample) 0− 0.5 > 0, 0,Ω)

B = if(sample− 0.5 > 0, 0,Ω)

If terms rather than skeletons were used to label samples, the
set of modified traces where A[sample] terminates would be
⋃

r∈[0,1]

{
s | s(A[sample], if1;−1; @1; @1; if1) = r,

s(A[sample]→ A[r]→∗ B, if1;−1) > 0.5
}
.

This is a rather unwieldy expression, but the crucial part is
that r occurs twice in the conditions on s: once as the value
a sample must take, and once in the location of a sample. As
this set is unmeasurable, the termination probability would not
even be well-defined. Labelling samples by skeletons instead,
this problem does not occur because there are only countably
many skeleton, and at each step in a reduction sequence, only
finitely many could have occurred yet. Although skeletal re-
duction sequences omit the information on what the results of
sampling were, they still contain all the necessary information
on how many, and which, reductions took place.

For this particular term, Sk(A[r]) does not depend on the
value of r, therefore the set where it terminates becomes

simply the following, which is measurable.
{
s | s(Sk(A[sample])→ Sk(A[0])→∗ Sk(B), if1;−1) > 0.5

}

Reduction sequences are used rather than reachable skele-
tons because if the same skeleton is reached twice, different
samples may be needed:

Example IV.2. Consider the term M = Y(λfx. if(sample −
0.5 < 0, f x, x)) 0, which reduces after a few steps to
N = if(sample − 0.5 < 0,M, 0). If we label samples by
just skeletons and positions, and the pre-selected sample for
(Sk(N), if1;−1) is less than 0.5, N reduces back to M , then N
again, then the same sample is used the next time, therefore it’s
an infinite loop, whereas if samples are labelled by reduction
sequences, the samples for M →∗ N are independent from
the samples for M →∗ N →M →∗ N , and so on.

The reduction sequences of skeletons will often be discussed
as though they were just skeletons, identifying them with
their final skeletons. With this abuse of notation, a reduction
sequence N (actually N1 →∗ Nn = N ) may be said
to reduce to a reduction sequence O, where the reduction
sequence implicitly associated with the final skeleton O is
N1 →∗ Nn → O.

V. POTENTIAL POSITIONS

This is still not quite sufficient to attain confluence because
sometimes the same samples must be used at corresponding
positions in different reduction sequences.

Example V.1. The term M = sample + sample has the
reachable skeletons N1 = X+ sample, N2 = sample+X, O =
X + X and X, with reductions M → N1 → O → X and
M → N2 → O → X. In the reduction M → N1, the sample
labelled (M,+1) is used, and in the reduction N2 → O, the
sample labelled (M → N2,+1) is used. Each of these samples
becomes the value of the first numeral in O in their respective
reduction sequences, therefore in order for confluence to be
attained, they must be the same. Which elements of L0(M)
must match can be described by the relation ∼∗:

Definition V.2. The relation ∼ is defined as the union of the
minimal symmetric relations ∼p (“p” for parent-child) and ∼c

(“c” for cousin) satisfying
(i) If N reduces to O with the redex at position α, and β

is a position in N disjoint from α, then (N, β) ∼p (O, β).
(ii) If N β-reduces to O at position α, β is a position in

N | α; @1;λ and N | α; @1;λ;β is not the variable involved
in the reduction, (N,α; @1;λ;β) ∼p (O,α;β).

(iii) If N if-reduces to O at position α, with the first resp.
second branch being taken, and α; ifi;β occurs in N (where
i = 2 resp. 3), (N,α; ifi;β) ∼p (O,α;β).

(iv) If N , O1 and O2 match any of the following cases:
a) N contains redexes at disjoint positions α1 and α2, O1 is
N reduced first at α1 then α2 and O2 is N reduced first
at α2 then at α1.

3
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b) N | α = if(r < 0, N1, N2), where r < 0 (or, respectively,
r ≥ 0), (N2 resp. N1) | β is a redex, and O1 is N reduced
at α and O2 is N reduced first at α; (if3 resp. if2);β then
at α.

c) N | α = if(r < 0, N1, N2), where r < 0 (or, respectively,
r ≥ 0), (N1 resp. N2) | β is a redex, and O1 is N
reduced first at α then at α;β and O2 is N reduced first
at α; (if2 resp. if3);β then at α.

d) N | α = (λx.A)B, there is a redex in A at position β, O1

is N reduced first at α then at α;β, and O2 is N reduced
first at α; @1;λ;β then at α.

e) N | α = (λx.A)B, B | β is a redex, (γi)i is a list of all
the positions in A where A | γ = x, ordered from left to
right, O1 is N reduced first at α; @2;β then at α, and O2

is N reduced first at α then at α; γi;β for each i in order.
f) N | α = Y(λx.A), A reduced at β is A′, (γi)i is a list

of all the positions where A′ | γ = x, ordered from left
to right, O1 is N reduced first at α;Y;λ;β then at α, and
O2 is N reduced first at α then at α;λ; @1; γi;Y ;λ;β for
each i in order where γi is left of β then at α;λ; @1;β
then at α;λ; @1; γi;Y ;λ;β for the remaining values of i.

(in which case O1 and O2 are equal as skeletons, but with
different reduction sequences), O′

1 and O′
2 are the results of

applying some reduction sequence to each of O1 and O2

(the same reductions in each case, which is always possible
because they’re equal skeletons), and δ is a position in O′

1 (or
equivalently O′

2), then (O′
1, δ) ∼c (O

′
2, δ).

Example V.3. In Ex. V.1, (M,+1) ∼p (M → N2,+1) by
case i of ∼p (because the reduction M → N2 occurs at +2,
which is disjoint from +1), and similarly, (M,+2) ∼p (M →
N1,+2).

If we extend it to have three samples, ∼c becomes necessary
as well: Let Msss = sample + sample + sample (taking the
three-way addition to be a single primitive function), MXss =
X + sample + sample, and so on. There are then reduction
sequences Msss → MXss → MXXs → MXXX → X and
Msss → MsXs → MXXs → MXXX → X. For the first two
reductions, these reduction sequences take the same samples
by ∼p, case i, as in Ex. V.1 . The next reduction uses the
samples labelled by (Msss → MXss → MXXs,+3) and
(Msss →MsXs →MXXs,+3), which are related by∼c, case
a, therefore when these reduction sequences reach MXXX ,
they still contain all the same numbers, as desired.

The reflexive transitive closure ∼∗ of this relation is used
to define the set of potential positions L(M) = L0(M)/ ∼∗,
and each equivalence class can be considered as the same
position as it may occur across multiple reachable skeletons.
If (N,α) ∼∗ (O, β), then N | α and O | β both have the
same shape (i.e. they’re either both the placeholder X, both
variables, both applications, both samples etc.), therefore it’s
well-defined to talk of the set of potential positions where there
is a sample, Ls(M). The new sample space is then defined
as ILs(M), with the Borel σ-algebra and product measure.
Since ILs(M) is a countable product, the measure space is

well-defined [6, Cor. 2.7.3].

VI. THE CONFLUENT TRACE SEMANTICS

Before defining the new version of the reduction relation,
the following lemma is necessary for it to be well-defined.

Lemma VI.1. The relation ∼ is defined on L0(M) with
reference to a particular starting term M , so different versions,
∼M and ∼N , can be defined starting at different terms. If
M → N , then ∼∗

N is equal to the restriction of ∼∗
M to L0(N).

At each reduction step M → N , the sample space must
be restricted from ILs(M) to ILs(N). The injection L0(N)→
L0(M) is trivial to define by appending Sk(M)→ Sk(N) to
each path, and using Lem. VI.1, this induces a corresponding
injection on the quotient, L(N)→ L(M). The corresponding
map Ls(N)→ Ls(M) is then denoted i(M → N).

Definition VI.2 (⇒ reduction). This version of the reduction
relation now specifies the results of sample reductions, but is
still nondeterministic with respect to the order of reduction.
It relates

⊎
M∈Λ0

ILs(M) to itself. We write an element of⊎
M∈Λ0

ILs(M) as (M ′, s) where the term M ′ ∈ Λ0 and s ∈
ILs(M

′).

(M, s)⇒ (N, s ◦ i(M → N)) if M → N at α and either
the redex is not sample, or
M | α = sample and N =M [s(Sk(M), α)/α]

This reduction relation now has all of the properties required
of it. In particular, it can be considered an extension of the
standard trace semantics (as will be seen later in Thm. VI.5),
and also:

Lemma VI.3. The relation ⇒ is confluent.

In order to show that ⇒ behaves as expected, the following
lemma is also necessary, in order to show that a sample is
never used multiple times in the same reduction sequence:

Lemma VI.4. If M → N , with the redex at position α, then
no position in any term reachable from N is related by ∼∗ to
(M,α).

The reduction relation ⇒ is nondeterministic, so it admits
multiple possible reduction strategies. A reduction strategy
starting from a closed term M is a measurable partial function
f from Rch(M) to positions, such that for any reachable term
N where f is defined, f(N) is a position of a redex in N ,
and if f(N) is not defined, N is a value. Using a reduction
strategy f , a subset of ⇒ that isn’t nondeterministic, ⇒f , can
be defined by (N, s) ⇒f (N ′, s′) just if (N, s) ⇒ (N ′, s′)
and N reduces to N ′ with the redex at f(N).

The usual call-by-value semantics can be implemented as
one of these reduction strategies, given by (with V a value

4
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and T a term that isn’t a value and M a general term)

cbv(TM) = @1; cbv(T )

cbv(V T ) = @2; cbv(T )

cbv(f(V1, . . . , Vk−1, T,Mk+1, . . . ,Mn)) = f
k
; cbv(T )

cbv(YT ) = Y; cbv(T )

cbv(if(T < 0,M1,M2)) = if1; cbv(T )
cbv(V ) is undefined
cbv(T ) = · otherwise

(this last case covers redexes at the root position).
A closed term M terminates with a given reduction strategy

f and samples s if there is some natural number n such that
(M, s)⇒n

f (N, s′) where f gives no reduction at N . The term
is almost surely terminating (AST) w.r.t. f if it terminates with
f for almost all s.

This reduction strategy allows the confluent trace semantics
to be related to the standard version of the trace semantics
with a fixed reduction order and linear traces. In [2], which
gives the full definition of the standard trace semantics, this is
used to prove the following theorems that allow termination
results to be transferred from the confluent trace semantics to
the standard trace semantics.

Theorem VI.5. A closed term M is AST with respect to cbv
iff it is AST.

Theorem VI.6. If M terminates with some reduction strategy
f and trace s, it terminates with cbv and s.

Corollary VI.7 (Reduction strategy independence). If M is
AST with respect to any reduction strategy, it is AST.

Proof. Suppose M is AST w.r.t. f . Let the set of samples
with which it terminates with this reduction strategy be X .
By Thm. VI.6, M also terminates with cbv and every element
of X , and X has measure 1, by assumption, therefore M is
AST with respect to cbv therefore by Thm. VI.5 it is AST.
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Abstract

A crystal is a kind of directed labeled graph arising in the field of representation theory.
We consider an adapted abstract notion of crystals, called K-graphs. A K-graph structure
on a free monoid is a directed colored graph structure satisfying certain conditions for
the product of the monoid. A K-congruence on the free monoid is one that identifies
isomorphic connected components of the K-graph. In this work we define a notion of K-
string rewriting systems which generate such K-congruences. For a class of K-graphs called
proper, the interaction of the string rewriting system with the K-graph structure reduces
the proofs of the rewriting properties of termination and (local) confluence to a family of
reduced words in the free monoid, called words of highest weight. From this we deduce
K-versions of Newman’s lemma, critical pair lemma, and Squier’s coherent completion
theorem. Finally we illustrate these constructions with an example for the plactic monoid
of type A. The constructions in this work are phrased in terms of K-graphs, though many
of their applications lie in the original context of crystals.

1 Introduction

A central approach in the study of confluence in rewriting theory is to reduce the problem to
a subset of branchings namely to local-confluence, and to critical branchings. This approach
is detailed in two results: Newman’s Lemma [8], where the property of confluence of a termi-
nating string rewriting system is equated to the property of local confluence; and the Critical
Pair Lemma (CPL) [6], where the local confluence of a string rewriting system is equated to
confluence of its critical branchings, which are pairs of overlapping rules on a minimal source.

In an algebraic context, rewriting theory has found applications in the higher dimensional
study of objects like monoids, small categories, and algebras over a field. This consists of real-
izing the object in question by a presentation with generators and oriented relations compatible
with the defining axioms of the algebraic object. In this context, a confluence diagram may
be regarded as a relation between two rewriting sequences, which in turn are relations in the
presentation itself, thus one may view the confluence diagrams as relations between relations.
A question in this direction is how to obtain a set of generating relations between relations
from the given presentation, so that any confluence diagram of the rewriting system can be de-
scribed in terms of this specified set. This question is answered by Squier in [10] in the context
of monoids and small categories. Namely, given a presentation of a monoid or a small category
by generators and oriented relations, the rewriting system of which is convergent, then the
generating relations between relations are the confluence diagrams of critical branchings. The
data of generators, generating relations, and generating relations between relations is called a
coherent presentation. An important aspect of the study of relations between relations in pre-
sentations of monoids, is that it provides an algorithmic approach to the study of the monoid’s
lower-dimensional homology. Note however that a critical branching may admit several con-
fluence diagrams in Squier’s construction. To complete this algorithmic point of view, Malbos
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and Guiraud in [3] employ a notion of a normalization strategy which is a deterministic way to
choose confluence diagrams for critical branchings. In their work, they take the ideas of Squier
even further: they show that for a small category presented by generators and oriented rela-
tions, whose string rewriting system is convergent, one can construct a cofibrant replacement
for the category. In a grander scheme these constructions facilitate an algorithmic approach to
the study of the homology of small categories.

The works of Squier, and Guiraud and Malbos provide a way of determining coherent pre-
sentations of small categories and monoids from convergent ones. Finding a convergent presen-
tation in the first place and computing the confluence diagrams of critical branchings remains
a difficult task, as in general this problem is heavily dependent on the intrinsic properties of
the monoid and the presentation.

In this work, we consider a notion of a string rewriting system adapted to the theory
of crystals, and give corresponding versions of three classical results in rewriting theory. The
notion of crystals was first defined by Kashiwara in [5] in his study of representations of complex
semisimple Lie algebras. We phrase our constructions in terms of an abstracted version of
crystals called K-graphs, which have been adapted from [1]. This work emerged from a study
of coherence of the plactic monoid of type C in [7], and forms part of a forthcoming PhD thesis
by the author.

In Section 2 we introduce the notion of a K-graph as a directed colored graph satisfying
certain conditions. We then consider a K-graph structure on the free monoid generated by the
vertices of a K-graph. A K-congruence is one that identifies isomorphic connected components
of the K-graph on the free monoid. We then introduce a notion of a K-string rewriting system.
This is a string rewriting system that is compatible with the K-graph structure, and such
that the congruence generated by it is a K-congruence. In Section 3 we show that if K is
proper, then the study of rewriting properties of termination, and local confluence is reduced
to a subfamily of words called words of highest weight. In particular we obtain K-versions of
Newman’s lemma, the critical pair lemma, and of Squier’s coherent completion theorem. In
Appendix A we illustrate these constructions and results with an example of the plactic monoid
of type A. Finally in Section 4 we briefly discuss how this approach could be extended to higher
dimensions in accordance with the work of Guiraud and Malbos [3].

2 K-string rewriting systems

A K-graph is a directed colored graph Γ with vertex set V (Γ), and with edges colored from a
set I, satisfying the following conditions

(P1) for any x ∈ V (Γ) and i ∈ I, there exists at most one edge e with source (target) x and
color i,

(P2) for any i ∈ I, there exists no infinite directed path in Γ with edges colored by i.

It is practical to realize the K-graph structure via the Kashiwara operators, which are partial
maps ei and fi on V (Γ) defined by setting

x
i−→ y if and only if y = fi.x, and x = ei.y.

Remark 2.1. The notion of crystals was introduced by Kashiwara in [5] in his study of the
representation theory of quantum groups. In this work the constructions are phrased in terms
of K-graphs, which are an abstract graph-theoretic adaptation of crystals as introduced in [1].
We remark that a large class of crystals satisfies (P1), (P2).

2
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Given a K-graph Γ, the graph structure extends to the free monoid on the vertices V (Γ) of
Γ, denoted Γ∗. The Kashiwara operators ei and fi extend to Γ∗ inductively on the lengths of
words w = uv ∈ Γ∗ as follows

ei.(uv) =

{
(ei.u)v if ϕi(u) ≥ εi(v),
u(ei.v) if ϕi(u) < εi(v),

(1)

and

fi.(uv) =

{
(fi.u)v if ϕi(u) > εi(v),
u(fi.v) if ϕi(u) ≤ εi(v),

(2)

where εi, ϕi : Γ∗ −→ N are also defined inductively via

εi(w) = #{ei.w, e2
i .w, . . . }, ϕi(w) = #{fi.w, f2

i .w, . . . },

which are finite quantities by an iteration of (P2). We remark here a few consequences of these
definitions:

i) ei and fi are partial operators on Γ∗: e.g. if ϕi(u) ≥ εi(v) and ei.u is undefined, then
ei.(uv) is also undefined;

ii) the definition of ei and fi on a word w is independent of the factorization w = uv;

iii) ei and fi are inverse operators: fi.(ei.w) = w and ei.(fi.w) = w.

Thus the free monoid Γ∗ carries a directed colored graph structure, and we call it the free
K-monoid generated by Γ. As Γ∗ is a graph, we have a notion of connected components in Γ∗.
The connected component of w ∈ Γ∗ is denoted by B(w). Using this notion, we specify a type
of congruence on the free K-monoid.

Definition 2.2. Let Γ be a K-graph, and Γ∗ the corresponding free K-monoid. A K-congruence
on Γ∗ is a congruence ∼ such that if w ∼ w′, then

i) there exists a directed colored graph isomorphism p : B(w) −→ B(w′) such that p(w) = w′,

ii) if ei.w (resp. fi.w) is defined, then so is ei.w
′ (resp. fi.w

′) and we have

ei.w ∼ ei.w′ (resp. fi.w ∼ fi.w′).

The largest such congruence, denoted ∼Γ is defined by setting w ∼Γ w
′ if and only if there

exists an isomorphism p as in Definition 2.2 i).
We specify here a class of K-graphs that occurs often and has practical combinatorial ad-

vantages. A word w ∈ Γ∗ is called a word of highest weight if ei.w is undefined for all i ∈ I. If Γ
is such that every connected component B(w) ⊂ Γ∗ contains a unique word of highest weight,
the K-graph Γ is called proper.

Next we introduce a notion of string rewriting which is compatible with a K-graph structure.
One may view the next definition simply as an oriented generating data for a K-congruence,
hence the similarity with Definition 2.2.

Definition 2.3. A K-string rewriting system is a string rewriting system (Γ∗, R) where Γ is a
K-graph, and such that if w =⇒ w′ is a rewriting rule in R, then

i) there exists a directed colored graph isomorphism p : B(w) −→ B(w′) such that p(w) = w′,

3
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ii) if ei.w (resp. fi.w) is defined, then so is ei.w
′ (resp. fi.w

′) and we have

(ei.w =⇒ ei.w
′) ∈ R (resp. (fi.w =⇒ fi.w

′) ∈ R).

For a K-string rewriting system (Γ∗, R), the congruence in Γ∗ generated by R is a K-
congruence. Thus K-string rewriting systems are well-adapted at studying such congruences.
We call a K-string rewriting system proper if Γ∗ is proper.

3 Confluence for K-string rewriting systems

Here we interpret Newman’s lemma and the critical pair lemma in the context of K-string
rewriting systems.

For a K-string rewriting system (Γ∗, R), denote by Seq(Γ∗, R) the set of rewriting sequences
of (Γ∗, R); by Br(Γ∗, R) the set of branchings of (Γ∗, R); and by Crit(Γ∗, R) the set of critical
pairs of (Γ∗, R). We denote the length function on Seq(Γ∗, R) by |·|. We then have the following
result.

Theorem 3.1. Let (Γ∗, R) be a K-string rewriting system. Then the Kashiwara operators ei
and fi extend to Seq(Γ∗, R), Br(Γ∗, R), and Crit(Γ∗, R) and commute with the source and target
maps of the K-rewriting system. In particular

i) for s ∈ Seq(Γ∗, R) and i ∈ I such that ei.s (resp. fi.s) is defined, we have a commutative
square

w1
s +3

OO

i

w2

ei.w1 ei.s
+3 ei.w2

i

OO

resp.

fi.w1
fi.s +3

OO

i

fi.w2

w1 s
+3 w2

i

OO

and |ei.s| = |s| (resp.|fi.s| = |s|),

ii) for a branching (α, β) ∈ Br(Γ∗, R) and i ∈ I such that ei.(α, β) (resp. fi.(α, β)) is defined,
we have

(α, β) is confluent if and only if ei.(α, β) is confluent(
resp. (α, β) is confluent if and only if fi.(α, β) is confluent

)
.

This result shows that the property of termination and of confluence of a K-string rewriting
system is independent of the action of the Kashiwara operators. If the K-graph Γ is proper,
we can use this result to obtain reduced versions of classical rewriting results in our context as
follows. Let (Γ∗, R) be a proper K-string rewriting system and consider an abstract rewriting
system ((Γ∗)0, R0) where

(Γ∗)0 := {w ∈ Γ | w a word of highest weight in Γ∗},

and

R0 := {tuv tαv
=⇒ tu′v | tuv ∈ (Γ∗)0, u

α
=⇒ u′ ∈ R}.

We have the following consequence of Theorem 3.1.

4
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Corollary 3.2. Let (Γ∗, R) be a proper K-string rewriting system. Then (Γ∗, R) is terminating
respectively (locally) confluent if and only if ((Γ∗)0, R0) is terminating respectively (locally)
confluent.

Using this result, we then obtain corresponding K-versions of two classical results in rewrit-
ing theory.

Theorem 3.3 (Newman’s lemma forK-SRS). Let (Γ∗, R) be a proper K-string rewriting system.
Then (Γ∗, R) is confluent if and only if ((Γ∗)0, R0) is terminating and locally confluent.

To state the Critical Pair Lemma, we remark that the notion of critical pairs descends to the
abstract rewriting system ((Γ∗)0, R0). These are the branchings (α, β) with α, β ∈ R0 which
are critical in R.

Theorem 3.4 (K-Critical Pair Lemma). Let (Γ∗, R) be a proper K-string rewriting system.
Then (Γ∗, R) is locally confluent if and only if the critical pairs of ((Γ∗)0, R0) are confluent.

3.5 Squier’s coherent extension for K-string rewriting systems

Given a convergent string rewriting system X, Squier’s theorem [10] asserts that the confluence
diagrams of X can be interpreted in terms of a homotopy basis, which is a set Ω consisting of
confluence diagrams of critical pairs. Note that one may choose different confluence diagrams
for Ω. The work of Guiraud and Malbos in [3] gives a deterministic procedure of constructing
these base confluence diagrams via normalization strategies, in the case when X is reduced.

In the context of K-string rewriting systems, we have the following interpretation of Squier’s
coherent completion theorem.

Theorem 3.6 (Squier’s theorem for K-string rewriting systems). Let (Γ∗, R) be a convergent
K-string rewriting system. Then one can choose a coherent completion (Γ∗, R,Ω) such that
Ω admits a K-graph structure. Moreover if Γ is a proper K-graph, then this Ω is entirely
determined by the confluence diagrams of ((Γ∗)0, R0).

This result, along with Theorems 3.3 and 3.4 reduce the study of confluence of a proper
K-string rewriting system (Γ∗, R) to the study of confluence of the abstract rewriting system
((Γ∗)0, R0). In practice, the combinatorics of K-graphs is simplified at words of highest weight,
hence the task of studying confluence is easier for ((Γ∗)0, R0).

4 Conclusions

The study of monoids via rewriting theory hinges on two parameters: The first consists of
identifying a well-behaved string rewriting system that presents the given monoid; and the
second consists of using the combinatorics of the rewriting system and the corresponding monoid
to obtain computational results, as for instance expliciting Squier’s coherent completion.

The notion of K-string rewriting systems provides a framework for studying K-congruences
via adapted string rewriting systems. Firstly, if the K-graph is proper, we obtain versions
of Newman’s lemma and critical pair lemma in this context, which reduce the verification of
properties of termination and confluence of the given K-SRS. Secondly, given a K-convergent
string rewriting system, the expliciting of Squier’s coherent extension is reduced to computations
with words of highest weight.

In [3], Guiraud and Malbos construct a cofibrant replacement for a monoid presented by
a convergent presentation. The fact that a K-graph structure and K-string rewriting systems

5
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interact well on free monoids, especially manifested in Squier’s coherence theorem, suggests
that this behaviour extends to higher dimensions in the context of [3].
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A Example: Plactic monoid of type A

We give here a concrete example of a K-string rewriting system.
Consider the K-graph

An : 1
1−→ 2

2−→ 3
3−→ · · · n−2−→ n− 1

n−1−→ n, (3)

and set
Col(An)1 := {w = x1x2 · · ·xk | x1 < x2 < · · · < xk, xi ∈ An, k ≤ n}.

Remark A.1. The K-graph in (3) is called the crystal base of type An.

Such words whose letters are increasing, are called column words in A∗n. The set Col(An)1

satisfies the conditions (P1) and (P2) hence is a K-graph itself. Define an order � on Col(An)1

by setting w � w′ for two columns w = x1 · · ·xk and w′ = y1 · · · yl if

i) k ≥ l,

ii) xi ≤ yi for i = 1, 2, . . . , l.

Schensted’s insertion algorithm, as first introduced in [9], and later adapted to a column ap-
proach, see [2], describes a procedure of inserting a letter x ∈ An into a column c1 ∈ Col(An)1

as follows.

6
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Schensted’s algorithm of inserting a letter into a column (SA):

Input: a column c = x1 · · ·xk; a letter x ∈ An;

if x > xk:

set c′ = x1x2 · · ·xkx
return: c′

if xl ≥ x > xl−1 for some l ≤ k:

set c′ = x1 · · ·xl−1xxl+1 · · ·xk, and x′ = xl

return: x′c′

The insertion of a letter x into a column c, denoted (c← x), outputs either one column, or two
columns, with c = x′ being the other column. This notion can be extended to an insertion of a
letter into a product of two columns as follows

(c1c2 ← x) =

{
(c1(c2x)) if (c2 ← x) is first case in SA,

(c1 ← xl)c
′
2 if (c2 ← x) is second case in SA.

In [1] Cain, Gray, and Malheiro show that the map [ , ] : Col(An)×2
1 −→ Col(An)×2

1 defined
for c1, c2 ∈ Col(An)1 with c2 = x1x2 · · ·xk by setting

[c1, c2] = (((c1 ← x1)← x2)← · · · )← xk,

induces a string rewriting system Col(An) := (Col(An)∗1,Col(An)2) where Col(An)2 consists of
rewriting rules of the form

Col(An)2 := {c1c2 =⇒ [c1, c2] | c1, c2 ∈ Col(An)1, c1 � c2}.

Moreover they prove that this rewriting system is convergent. The monoid presented by Col(An)
is called the plactic monoid of type A.

We then have the following result.

Theorem A.2 ([1]). The string rewriting system Col(An) is a finite reduced convergent K-string
rewriting system.

We can then apply Theorem 3.6 to Col(An), and use the combinatorics of Col(An) at highest
weight to prove the following.

Theorem A.3. Squier’s homotopy bases for the K-string rewriting system Col(An) consists of
confluence diagrams of the form

t′u′v
t′αu′v +3 t′u′′v′ αt′u′′v′

�&
tuv

tαuv &.

αtuv 08

t′′u′′′v′

tu1v1 αtu1v1
+3 t1u2v2

t1αu2v2

:B

We remark that this result has also been proven by Hage and Malbos in [4] using different
techniques.

7
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Confluence Competition 2021

Aart Middeldorp1, Naoki Nishida2, Kiraku Shintani3, and Johannes Waldmann4

1 Department of Computer Science, University of Innsbruck, Austria
2 Department of Computing and Software Systems, Nagoya University, Japan

3 School of Information Science, JAIST, Japan
4 HTWK Leipzig, Germany

The next few pages in these proceedings contain the descriptions of the tools participating in
the 10th Confluence Competition (CoCo 2021). CoCo is a yearly competition in which software
tools attempt to automatically (dis)prove confluence and related properties of rewrite systems
in a variety of formats. For a detailed description we refer to [1]. This year there were 12 tools
(listed in order of registration) participating in 10 categories (listed in order of first appearance
in CoCo):

TRS CPF-TRS CTRS GCR UNR UNC NFP COM INF SRS

CoLL-Saigawa X X
CSI X X X X X X
FORT-h X X X X X
FORTify X X X X X
CO3 X X
CoLL X
infChecker X
CONFident X X X
NaTT X
ACP X X X X X X
AGCP X
CeTA X

The winning (for combined YES/NO answers) tools1 of CoCo 2020 participated as demonstration
tools, to provide a benchmark to measure progress. The live run of CoCo 2021 on StarExec [2]
can be viewed at http://cocograph.uibk.ac.at/2021.html. Further information about CoCo
2021, including a description of the categories and detailed results, can be obtained from

http://project-coco.uibk.ac.at/2021/
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CoLL-Saigawa 1.6: A Joint Confluence Tool

Kiraku Shintani and Nao Hirokawa

JAIST, Japan

CoLL-Saigawa is a tool for automatically proving or disproving confluence of (ordinary) term
rewrite systems (TRSs). The tool, written in OCaml, is freely available at:

http://www.jaist.ac.jp/project/saigawa/

The typical usage is: collsaigawa <file>. Here the input file is written in the TRS format [6].
The tool outputs YES if confluence of the input TRS is proved, NO if non-confluence is shown,
and MAYBE if the tool does not reach any conclusion.

CoLL-Saigawa v1.6 is a joint confluence tool of CoLL v1.5 [9] and Saigawa v1.9 [2], and
there are no major changes from the last release (version 1.5). If an input TRS is left-linear,
CoLL proves confluence. Otherwise, Saigawa analyzes confluence. CoLL is a commutation tool
specialized for left-linear TRSs. It proves confluence as self-commutation by using Hindley’s
commutation theorem [1] together with the three commutation criteria: Almost development
closeness [10], rule labeling with weight function [11], and Church-Rosser modulo A/C [4].
Saigawa can deal with non-left-linear TRSs. The tool employs the seven confluence criteria:
The criteria based on critical pair systems [3, Theorem 3] and on extended critical pairs [5,
Theorem 2], rule labeling [11], Church-Rosser modulo AC [4], parallel closedness based on
parallel critical pairs [12], simultaneous closedness [7], parallel-upside closedness [8], and outside
closedness [8].
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CoCo 2021 Participant: CSI 1.2.5

Fabian Mitterwallner and Aart Middeldorp

Department of Computer Science, University of Innsbruck, Austria
fabian.mitterwallner@uibk.ac.at, aart.middeldorp@uibk.ac.at

CSI is an automatic tool for (dis)proving confluence and related properties of first-order term
rewrite systems (TRSs). It has been in development since 2010. Its name is derived from the
Confluence of the rivers Sill and Inn in Innsbruck. The tool is available from

http://cl-informatik.uibk.ac.at/software/csi

under a LGPLv3 license. A detailed description of CSI can be found in [3]. Some of the
implemented techniques are described in [1, 2, 4]. Compared to last year’s version, CSI 1.2.5
contains an implementation of the outside-closed criterion for confluence [6] and extends the
upside-parallel-closed criterion to include the relaxed condition for root overlaps [5].

CSI participates in the following CoCo 2021 categories: CPF-TRS, NFP, SRS, TRS, UNC,
and UNR.
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The first-order theory of rewriting is a decidable theory for finite left-linear right-ground
rewrite systems. The decision procedure goes back to Dauchet and Tison [1]. FORT-h 1.1
implements a new variant, described in [2], of the decision procedure for the larger class of
linear variable-separated rewrite systems. This variant supports a more expressive theory and
is based on anchored ground tree transducers. More importantly, it can produce certificates
for the YES/NO answers. These certificates can then be verified by FORTify, an independent
Haskell program that is code-generated from the formalization of the decision procedure in the
proof assistent Isabelle/HOL.

A command-line version of FORT-h 1.1 can be downloaded from

http://fortissimo.uibk.ac.at/fort(ify)/

Compared to last year’s version, FORT-h 1.1 contains a number of performance improvements.
The main ones are smaller intermediate automata constructions due to an earlier elimination
of epsilon transitions, and using smaller signature extensions when checking properties on
non-ground terms [5].

FORT-h participates in the following CoCo 2021 categories: COM, GCR, NFP, UNC, and
UNR. Together with FORTify [6], it participates in the categories COM, TRS, GCR, UNC, and
UNR to produce certified YES/NO answers.
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The first-order theory of rewriting is a decidable theory for linear variable-separated rewrite
systems. The decision procedure goes back to Dauchet and Tison [1]. In this theory confluence-
related properties on ground terms are easily expressible. An extension of the theory to
multiple rewrite systems, as well as the decision procedure, has recently been formalized [2,3] in
Isabelle/HOL. The code generation facilities of Isabelle then give rise to the certifier FORTify [4]
which checks certificate constructed by FORT-h [6].

FORTify takes as input an answer (YES/NO), a formula, a list of TRSs, and a certificate
proving that the formula holds (does not hold) for the given TRSs. It then checks the integrity
and validity of the certificate. Since the first release the formalization was extended to support
properties on arbitrary terms, as described in [5]. This allows FORTify to participate, together
with FORT-h, in the following CoCo 2021 categories: COM, TRS, GCR, UNC, and UNR.

A command-line version of the tool can be downloaded from

https://fortissimo.uibk.ac.at/fort(ify)/
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CO3, a converter for proving confluence of conditional TRSs,1 tries to prove confluence
of conditional term rewrite systems (CTRSs, for short) by using a transformational approach
(cf. [5]). The tool first transforms a given weakly-left-linear (WLL, for short) 3-DCTRS into
an unconditional term rewrite system (TRS, for short) by using Uconf [2], a variant of the
unraveling U [8], and then verifies confluence of the transformed TRS by using the following
theorem: a 3-DCTRS R is confluent if R is WLL and Uconf (R) is confluent [1, 2]. The tool
is very efficient because of very simple and lightweight functions to verify properties such as
confluence and termination of TRSs. Since version 2.0, a narrowing-tree-based approach [6, 3]
to prove infeasibility of a condition w.r.t. a specified CTRS has been implemented [4]. The
approach is applicable to syntactically deterministic CTRSs that are operationally terminating
and ultra-right-linear w.r.t. the optimized unraveling.

When join and semi-equational CTRSs are given as input, the previous version returns
MAYBE but the present one accepts them as input. To prove confluence of join CTRSs, we
consider them as oriented ones [7, Section 5.3].

Theorem 1. Let R be a join CTRS, and R′ be {`→ r ⇐ s1 � x1, t1 � x1, . . . , sk � xk, tk �
xk ∈ R | ` → r ⇐ s1 ↓ t1, . . . , sk ↓ tk, x1, . . . , xk are distinkt fresh variables}. Then, (1)
→R =→R′ , and (2) R is confluent if and only if R′ is so.

To prove confluence of semi-equational CTRSs, we consider them as join (i.e., oriented) ones.

Theorem 2. Let R be a semi-equational CTRS, and R′ be {`→ r ⇐ s1 ↓ t1, . . . , sk ↓ tk ∈ R |
` → r ⇐ s1 ↔∗ t1, . . . , sk ↔∗ tk}. Then, all of the following hold: (1) →R ⊇ →R′ ; if R′ is
confluent, then (2) →R ⊆ →R′ and (3) R is confluent.

Note that the present version does not disprove confluence of join and semi-equational CTRSs.
To prove infeasibility of a condition c, the tool first prove confluence, and then linearizes c

if failed to prove confluence; then, the tool computes and simplifies a narrowing tree for c, and
examines the emptiness of the narrowing tree.
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CoLL (version 1.6) is a tool for automatically proving commutation of left-linear term rewrite
systems (TRSs). The tool, written in OCaml, is freely available at:

http://www.jaist.ac.jp/project/saigawa/coll/

The typical usage is: coll <file>. Here the input file is written in the commutation problem
format [4]. The tool outputs YES if commutation of the input TRSs is proved, NO if non-
commutation is shown, and MAYBE if the tool does not reach any conclusion.

In this tool commutation of left-linear TRSs is shown by Hindley’s Commutation Theorem:

Theorem 1 ([2, 7]). ARSs A = 〈A, {→α}α∈I〉 and B = 〈A, {→β}β∈J〉 commute if →α and
→β commute for all α ∈ I and β ∈ J .

Here indexes are interpreted as subsystems of the input TRSs. For every pair of subsystems the
tool proves the commutation property, employing the three criteria: simultaneous closedness [5],
parallel closedness [9], parallel upside closedness and outside closedness [6], rule labeling with
weight function [10, 1], and Church-Rosser modulo A/C [3]. A detailed description of CoLL can
be found in [8].
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1 Overview

infChecker 1.0 is a tool for checking (in)feasibility of goals G = {Fi}mi=1 where Fi = (sij ./ij
tij)

ni
i=1 and ./ij∈ {→,→∗,→+, ↪→, ↪→∗, ↪→+,�,�, ↓,

↪→

,↔,←↩↪→,↔∗,←↩↪→∗} where predicates ./ij
represent binary relations on terms (most of them well-known or easy generalizations of well-
known relations) defined by provability of goals s ./ij t with respect to a first-order theories
Th./ij [1, 2].

The tool is available here: http://zenon.dsic.upv.es/infChecker/. It is written in
Haskell and implements the Feasibility Framework [1], that describes:

• f-problems, by a tuple τ = (T,G), where T is a P-indexed theory, P is a set of predicates
and G is a sequence of T-conditions. We say that τ is feasible if G is T-feasible; otherwise,
it is infeasible.

• f-processor, as partial functions from f-problems into set of f-problems. Alternatively, it
can return “yes”. An f-processor P(τ) is sound iff P(τ) = “yes” or exists τ ′ ∈ P(τ)
such that τ ′ is feasible. An f-processor P(τ) is complete iff τ is infeasible whenever
P(τ) 6= “yes” and for all τ ′ ∈ P(τ), τ ′ is infeasible.

We implement five processors: PSat to prove infeasibility, PProv to prove feasibility, PNC to
apply narrowing, PSpl to decompose a goal and PUR to simplify the set of rules.

Our feasibility problems accepts different variants of TRS: Term Rewriting Systems, Con-
ditional Term Rewriting Systems, Context-Sensitive Term Rewriting Systems and Conditional
Context-Sensitive Term Rewriting Systems.

By using the proper relation (straight arrows for rewriting and curly arrows for context-
sensitive rewriting) we can use and combine different forms of rewriting.
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1 Overview

CONFident 1.0 is a tool for checking the confluence or non-confluence of systems based on
rewriting by means of its logical representation. The tool is available here: http://zenon.

dsic.upv.es/confident/. It is written in Haskell following a DP-framework structure, i.e., by
defining problems and processors:

• problems are tuples τ = (T,G), where T is a P-indexed theory, P is a set of predicates and
G are logical goals representing conditions to be checked during the analysis: joinability,
reachability, feasibility, etc. We can use predicate symbols as → and →∗ to represent
different kind of relations between terms defined by a logical theory. We say that τ is
confluent if G is T-confluent; otherwise, it is non-confluent.

• processors are defined as partial functions from problems into set of (hopefully simpler)
problems. Our processors are based on transforming problems of confluence into logical
problems that can be solved by external tools (infeasibility checkers, theorem provers,
model generators. . . ).

We implement these processors using the logical approach presented in [1, 3, 4] and mecha-
nizing them by external tools like MU-TERM [3], infChecker [1], AGES [2], Prover9 and Mace4 [6]
and Barcelogic1.
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NaTT 2.2 in CoCo 2021
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NaTT [4] is a termination prover for plain term rewriting. It is written in OCaml and the
source code is available at:

https://www.trs.cm.is.nagoya-u.ac.jp/NaTT/

Though it has nothing to do with proving confluence, NaTT implements a quick reachability
check [3] for computing estimated dependency graphs [1]. To demonstrate the strength (or
more precisely, weakness) of this reachability check, this year NaTT will participate in the
“infeasibility” category of the Confluence Competition. Infeasibility means negated reachability,
which can be tested by the aforementioned method. To meet the specification of the category,
NaTT had to be modified to be able to

• expose the reachability checking function, and

• parse the COPS format for infeasibility.

An interesting task was the latter. To this end, the author incorporated a generic text-to-and-
from-XML translator that he developed for another project, in order to translate the COPS
format into a newly defined simple XML format for TRSs, which NaTT can understand. As
a positive side effect, NaTT can now directly read the (complex) XML problem format of the
Termination Competition [2]. A negative side effect is that the binary bin/NaTT.exe of version
2.2 does not read the old WST format anymore, but the script bin/NaTT.sh does.

At this point, it turned out that most of the infeasibility problems in COPS database are
conditional TRSs. Therefore, the author had further to parse conditional rules. This was easy
thanks to the above XML translator. However, as NaTT is for plain term rewriting, conditions
are simply ignored. Thus it will only answer YES (unreachable) if unreachability could be
proved without conditions, and will never answer NO (reachable).
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A primary functionality of ACP is proving confluence (CR) of term rewriting systems
(TRSs). ACP integrates multiple direct criteria for guaranteeing confluence of TRSs. It also
incorporates divide–and–conquer criteria by which confluence or non-confluence of TRSs can
be inferred from those of their components. Several methods for disproving confluence are also
employed. For some criteria, it supports generation of proofs in CPF format that can be cer-
tified by certifiers. The internal structure of the prover is kept simple and is mostly inherited
from the version 0.11a, which has been described in [3]. It also deal with confluence of oriented
conditional term rewriting systems. Besides confluence, ACP supports proving the UNC prop-
erty (unique normal form property w.r.t. conversion) and the commutation property of term
rewriting systems. The ingredients of the former property have been appeared in [2, 4]. Our
(dis)proofs of commutation are based on a development closed criterion [5] and a simple search
for counter examples. No new criterion has been incorporated from the one submitted for CoCo
2020.

ACP is written in Standard ML of New Jersey (SML/NJ) and the source code is also available
from [1]. It uses a SAT prover such as MiniSAT and an SMT prover YICES as external provers. It
internally contains an automated (relative) termination prover for TRSs but external (relative)
termination provers can be substituted optionally. Users can specify criteria to be used so that
each criterion or any combination of them can be tested. Several levels of verbosity are available
for the output so that users can investigate details of the employed approximations for each
criterion or can get only the final result of prover’s attempt.
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AGCP (Automated Groud Confluence Prover) [1] is a tool for proving ground confluence of
many-sorted term rewriting systems. AGCP is written in Standard ML of New Jersey (SML/NJ).
AGCP proves ground confluence of many-sorted term rewriting systems based on two ingredients.
One ingredient is to divide the ground confluence problem of a many-sorted term rewriting
system R into that of S ⊆ R and the inductive validity problem of equations u ≈ v w.r.t. S
for each u → r ∈ R \ S. Here, an equation u ≈ v is inductively valid w.r.t. S if all its ground

instances uσ ≈ vσ is valid w.r.t. S, i.e. uσ
∗↔S vσ. Another ingredient is to prove ground

confluence of a many-sorted term rewriting system via the bounded ground convertibility of
the critical pairs. Here, an equation u ≈ v is said to be bounded ground convertibile w.r.t. a
quasi-order % if uθg

∗←→
% R vθg for any its ground instance uσg ≈ vσg, where x

∗←→
%

y iff there

exists x = x0 ↔ · · · ↔ xn = y such that x % xi or y % xi for every xi.
Rewriting induction [3] is a well-known method for proving inductive validity of many-

sorted term rewriting systems. In [1], an extension of rewriting induction to prove bounded
ground convertibility of the equations has been reported. Namely, for a reduction quasi-order
% and a quasi-reducible many-sorted term rewriting system R such that R ⊆ �, the extension
proves bounded ground convertibility of the input equations w.r.t. %. The extension not only
allows to deal with non-orientable equations but also with many-sorted TRSs having non-free
constructors. Several methods that add wider flexibility to the this approach are given in
[2]: when suitable rules are not presented in the input system, additional rewrite rules are
constructed that supplement or replace existing rules in order to obtain a set of rules that
is adequate for applying rewriting induction; and an extension of the system of [2] is used if
if the input system contains non-orientable constructor rules. AGCP uses these extension of
the rewriting induction to prove not only inductive validity of equations but also the bounded
ground convertibility of the critical pairs. Finally, some methods to deal with disproving ground
confluence are added as reported in [2].

No new ground (non-)confluence criterion has been incorporated from the one submitted
for CoCo 2020.
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CoCo 2021 Participant: CeTA 2.40∗

René Thiemann1

University of Innsbruck, Austria

The tool CeTA [1] is a certifier for, among other properties, (non-)confluence of term rewrite
systems with and without conditions. Its soundness is proven as part of the formal proof
library IsaFoR, the Isabelle Formalization of Rewriting. For a complete reference of supported
techniques we refer to the certification problem format (CPF) and the IsaFoR/CeTA website:

http://cl-informatik.uibk.ac.at/isafor/

In the following, we describe the relevant changes of version 2.40 of CeTA w.r.t. confluence
proving. Although there are no new dedicated confluence techniques in CeTA, we like to mention
an extended support for termination proofs. This extension has the potential to increase the
power of confluence techniques that rely upon termination or relative termination.

In particular there is an extension that consists of a generalization of the weighted path
order (WPO) [3, 2], where we now added support for multiset comparisons (cases (2c) and
(2d)). Consequently, the generalized version of WPO subsumes the recursive path order.

Definition 1 (Generalized WPO). Let A be a weakly monotone algebra over signature Σ, %
a precedence, π a status, and let c : Σ → {lex,mul}. Let ≥A be simple w.r.t. π. The WPO
reduction pair (�WPO,%WPO) is defined as follows: s �WPO t iff s >A t, or s ≥A t and

1. s = f(s1, . . . , sn) and ∃i ∈ π(f). si %WPO t, or

2. s = f(s1, . . . , sn), t = g(t1, . . . , tm), ∀j ∈ π(g). s �WPO tj and

(a) f � g,

(b) f % g and c(f) = c(g) = lex and π(f)[s1, . . . , sn] �lex
WPO π(g)[t1, . . . , tm],

(c) f % g and c(f) = c(g) = mul and π(f)[s1, . . . , sn] �mul
WPO π(g)[t1, . . . , tm], or

(d) f % g and c(f) 6= c(g) and π(f)[s1, . . . , sn] 6= [ ] and π(g)[t1, . . . , tm] = [ ].

The relation s %WPO t is defined in a similar way and we refer to theory Orderings/WPO MS.thy

within IsaFoR for the full formal definition.

We would like to welcome all confluence tool developers to experiment whether our new
extension is indeed helpful for confluence proving, and are looking forward to certify these new
kinds of proofs via CeTA.1
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