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special case, is the following generalization of point sets. An orientable arrangement of bodies83

is one in which each pair of bodies determines a unique pair of directed supporting tangents,84

and each triple of bodies gets assigned a unique cyclic ordering when traversing the boundary of85

their convex hull in the counter-clockwise direction. These cyclic orderings satisfy the axioms of86

an abstract order type, and conversely, every abstract order type arises in this way. This will be87

shown to be a consequence of the Folkman-Lawrence representation theorem [15], which implies88

that every abstract order type can be represented by a marked pseudo-line arrangement [14, 18].89

Proposition 1.1. Every orientable arrangement of bodies gives rise to an abstract order type,90

and every abstract order type has a realization by an orientable arrangement of bodies.91

1.3. Realization spaces. It is known that the smallest non realizable abstract order type is the92

so-called non-Pappus configuration, a configuration of 9 elements that violates Pappus’ theorem93

[35, 48]. Mnëv’s previously mentioned result implies that it is algorithmically NP-hard to decide94

whether an abstract order type is realizable. (See also Shor’s beautiful paper [50] for a direct95

proof.) In fact, most abstract order types are not realizable by points.96

Figure 1. Two realizations of the “bad pentagon”. Left: realization in a topological plane;
Right: realization by convex sets in the Euclidean plane

The first question regarding realizability by bodies rather than points was asked in [30], and was97

addressed by Pach and Tóth [42] where they showed that the non-Pappus configuration can be98

realized by an arrangement of segments in the plane. Figure 1 shows an abstract order type99

related to Goodman and Pollack’s “bad pentagon” [19] with a realization by triangles, and we100

conjecture that this abstract order type cannot be realized by segments. In fact, it will be shown101

in Section 3.2 that for every constant k there are abstract order types which are not realizable102

by convex k-gons.103

The set of all arrangements of n bodies has a natural topology (given by the Hausdor↵ metric)104

which allows us to define the realization space bR(�) of arrangements of combinatorial type �.105

Similarly, we also define the subspace bRk(�) as the realization space of arrangements of k-gons106

(meaning the space of realizations of � by convex polygons with at most k vertices). Our main107

results on realization spaces regard their possible topologies as k varies, and are summarized in108

the following theorem.109

Theorem 1.2. For every combinatorial type �, bR(�)/SO(2) is contractible. On the other hand,110

for every primary semi-algebraic set S and positive integer k, there exists a combinatorial type111

� such that bRk(�)/SO(2) is homotopy equivalent to S.112
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. Finally we show that the Erdős-Szekeres Theorem

generalizes to arbitrary arrangements of convex bodies provided there is a bound on the number
of crossings between boundaries of pairs of bodies, confirming a conjecture by Pach and Tóth.

1. Introduction3

1.1. Order types. Convex sets with straight lines are equivalent to points with wobbly lines.4

More than 80 years ago Hilbert and Cohn-Vossen remarked “. . . there was a time when the5

study of configurations was considered the most important branch of all geometry . . . ” [29],6

referring to the fundamental incidence theorems of configurations of points, lines, and planes7

in projective geometry. In recent decades, the study of configurations of points has come back8

to the mainstream of mathematics due to its connections to additive combinatorics [11, 34],9

computational geometry [33], geometric and harmonic analysis [9, 26]. While much of the interest10

in configurations of points lies in the combinatorics of a�ne dependencies and independencies,11

during the first decades of the twentieth century mathematicians started asking questions about12

the combinatorics of convex dependencies and independencies. This is the focus of our paper,13

and we generalize results on the combinatorial convexity of planar point sets to the realm of14

arrangements of planar compact convex sets. Some of these problems become simpler in this15

generalized setting.16

The order type of a finite set of points in the Euclidean plane is a combinatorial invariant which17

records the orientation of every triple. That is, for each ordered triple ijk, it records the position18

of point k relative to the directed line passing through points ij. There are many alternative (yet19

equivalent) ways of recording this information, for instance, the possible ways of partitioning20

the set into two parts by a line, or the order in which each point “sees” the other points, and it21

has been the focus of many papers to find such equivalent combinatorial signatures. For more22

details and further references on the topic, see for instance [18, 23].23

Convex sets with straight lines are equivalent to points with wobbly lines.24

It is not hard to give necessary conditions that the order type of a point set must satisfy. By25

taking these conditions as axioms, one obtains the concept of an abstract order type which can26

be used to directly prove theorems in geometry. The axiomatic point of view is crucial in the27

design and analysis of many algorithms in computational geometry, and was one of various28

starting points eventually leading to the theory of oriented matroids. What we will refer to29

as abstract order types is a combinatorial structure equivalent to what are known as “uniform30

acyclic oriented matroids of rank 3” [6] or also as “CC-systems” [33]. (Omitting the “abstract”31

we mean an order type arising from a set of points in the plane.)32
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we show that any infinte family of k-crossing convex bodies in which every
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result.
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Theorem. For any number n, there is a number h0(n), such that, among any h0(n) pairwise798

disjoint convex sets in the plane, such that each triple is convexly independent, there is a799

convexly independent subset with at least n sets.800

Theorem. For any number n, there is a number h1(n), such that, among any h1(n) pairwise801

non crossing convex sets in the plane, such that each triple is convexly independent, there is802

a convexly independent subset with at least n sets.803

Every five tuple of pseudo lines is stretchable.804

Proof of Theorem 1.3. Recall that h1(n) is the minimal integer such that Cn ,! T for all or-805

der types of non-crossing c3-arrangements. By Proposition 1.1 every abstract order type is the806

combinatorial type of an orientable arrangement. Hence g(n)  h1(n). The reverse inequality807

follows from Theorem 4.2. ⇤808

Recall from Section 3.2 that there are three possible non-crossing combinatorial types on 3 ele-809

ments. Since we here only deal with c3-arrangements, one of these can be disregarded, so we may810

speak of the orientable and the non-orientable triples. A non-orientable triple is characterized811

by one of its support curves occurring two distinct times on the upper envelope of the dual812

system. In the combinatorial type this corresponds a pair of disjoint triangular cells whose top813

edges are both contained in the same support curve. Notice that these are the only triangular814

cells of this combinatorial type. A non-orientable triple is related to an orientable one by a815

triangle flip which is defined in the swap sequence as replacing the substring (. . . , 2, 1, 2, . . . )816

by (. . . , 1, 2, 1, . . . ). (See Figure 13)817

Figure 13. A non-orientable triple with swap sequence (2, 1, 2, 2, 1, 2) (Above) and the
orientable triple after applying a triangle flip to obtain swap sequence (1, 2, 1, 2, 1, 2). (Below)

More generally, a triangle flip is an operation on combinatorial types, defined in terms of their818

equivalence classes of swap sequences by819

(. . . , i, (i� 1), i, . . . ) 7! (. . . , (i� 1), i, (i� 1), . . . )

Notice that this is a local change of the combinatorial type which involves only three elements.820

If the triple involved in a triangle flip is non-orientable, it is called a permissible triangle flip.821

Theorem 4.2 is deduced from the following.822

Observation 4.3. If �0 is obtained from � by applying a permissible triangle flip, then �0 ,! �.823

Lemma 4.4. Let � be the combinatorial type of a non-crossing c3-arrangement. If � is non-824

orientable, then it is possible to apply a permissible triangle flip to �.825

The proof of Observation 4.3 is easy and left to the reader, while Lemma 4.4 requires detailed826

case analysis. First we show how to obtain Theorem 4.2.827
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A Combinatorial Problem in Geometry
by

P. Erdös and G. Szekeres
Manchester

INTRODUCTION.

Our present problem bas been suggested by Miss Esther Klein
in connection with the following proposition.
From 5 points of the plane of which no three lie on the same

straight line it is always possible to select 4 points determining
a convex quadrilateral.
We present E. Klein’s proof here because later on we are

going to make use qf it. If the least convex polygon which en-
closes the points is a quadrilateral or a pentagon the theorem
is trivial. Let therefore the enclosing polygon be a triangle A BC.
Then the two remaining points D and E are inside A BC. Two
of the given points (say A and C) must lie on the same side of
the connecting straight line DE. Then it is clear that AEDC
is a convex quadrilateral.

Miss Klein suggested the following more general problem. Can
we find for a given n a number N(n) such that f rom any set con-
taining at least N points it is possible to select ln points forming
a convex polygon?

There are two particular questions: (1) does the number N
corresponding to n exist? (2) If so, how is the least N(n) deter-
mined as a function of n? (We denote the least N by No (n ) . )
We give two proofs that the first question is to be answered

in the affirmative. Both of them will give definite values for
N(n) and the first one can be generalised to any number of
dimensions. Thus we obtain a certain preliminary answer to
the second question. But the answer is not final for we generally
get in this way a number N which is too large. Mr. E. Makai
proved that NO(5) = 9, and from our second demonstration, we
obtain N(5) = 21 (from the first a number of the order 21000°).
Thus it is to be seen, that our estimate lies pretty far from
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Our results mostly focus on the cases where k is a constant or k is infinite. It would be757

interesting to understand how the realization space depends on k as a function on n.758

For instance, Theorem 3.1 states that R(T ) is contractible for any combinatorial type759

T on [n], but is there a polynomial p(n) which guarantees that Rp(n)(�) is contractible?760

(The natural guess would be p(n) 2 O(n2).) For combinatorial types T on [n], are there761

upper bounds on the Betti numbers of Rk(T ) in terms of k and n? For instance, it can762

be shown if k 2 O(n2), then Rk(T ) is connected. (The proof is a modification of the763

proof of Theorem 3.1.)764

Is Rk(Cn) contractible for all k and n?765

Does universality hold for orientable arrangements?766

We have bounded the complexity of the bodies by working in the space of k-gons. Are767

there other measures of complexity for which universality holds? A natural generalization768

of the space of k-gons would be to consider bodies of bounded VC-dimension.769

4. Happy endings770

We now discuss our results related to the Erdős-Szekeres problem. A proof of Theorem 1.3 will771

be given section 4.1, while we give a proof of Theorem 1.4 in section 4.2.772

It is su�cient to prove Theorems 1.3 and 1.4 for generic arrangements, as the general case follows773

by a perturbation argument. Therefore the questions reduce to working with combinatorial types,774

and our proofs follow combinatorial arguments concerning the intersection patterns of systems of775

support curves. By our results on realizability (Proposition 1.1 and Lemma 2.4), it is equivalent776

to work with the arrangement, its dual system, and its combinatorial type. Below, we switch777

between them without much warning. Notice that an arrangement is convexly independent if778

and only if each support curve appears at least once on the upper envelope of the dual system.779

For an integer k > 1, define a ck-arrangement to be an arrangement with at least k bodies in780

which every k-tuple is convexly independent.781

4.1. Flip methods. Let S and T be combinatorial types. We write S ,! T if there exists an782

injection ' : S ! T which preserves convex independence, i.e. for every convexly independent783

subset S 0 ⇢ S the image '(S 0) is convexly independent. Notice these are morphisms in a category784

of combinatorial types. Recall that the order type for n points in convex position is denoted by785

Cn. We may state the Erdős-Szekeres theorem for abstract order types as follows.786

Theorem 4.1. For every integer n � 3 there exists a minimal positive integer g(n) such that787

Cn ,! T for all abstract order types T on g(n) elements.788

We will deduce Theorem 1.3 from the following.789

Theorem 4.2. For every non-crossing c3-arrangement A on n bodies, there exists an abstract790

order type T on n elements such that T ,! ct(A)791

Theorem. Among any f points in general position in the plane there is a convex polygon with792

at least log f vertices.793

Proof of Theorem 1.3. Recall that h1(n) is the minimal integer such that Cn ,! T for all or-794

der types of non-crossing c3-arrangements. By Proposition 1.1 every abstract order type is the795

combinatorial type of an orientable arrangement. Hence g(n)  h1(n). The reverse inequality796

follows from Theorem 4.2. ⇤797
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upper bounds on the Betti numbers of Rk(T ) in terms of k and n? For instance, it can761

be shown if k 2 O(n2), then Rk(T ) is connected. (The proof is a modification of the762

proof of Theorem 3.1.)763

Is Rk(Cn) contractible for all k and n?764

Does universality hold for orientable arrangements?765

We have bounded the complexity of the bodies by working in the space of k-gons. Are766

there other measures of complexity for which universality holds? A natural generalization767

of the space of k-gons would be to consider bodies of bounded VC-dimension.768

4. Happy endings769

We now discuss our results related to the Erdős-Szekeres problem. A proof of Theorem 1.3 will770

be given section 4.1, while we give a proof of Theorem 1.4 in section 4.2.771

It is su�cient to prove Theorems 1.3 and 1.4 for generic arrangements, as the general case follows772

by a perturbation argument. Therefore the questions reduce to working with combinatorial types,773

and our proofs follow combinatorial arguments concerning the intersection patterns of systems of774

support curves. By our results on realizability (Proposition 1.1 and Lemma 2.4), it is equivalent775

to work with the arrangement, its dual system, and its combinatorial type. Below, we switch776

between them without much warning. Notice that an arrangement is convexly independent if777

and only if each support curve appears at least once on the upper envelope of the dual system.778

For an integer k > 1, define a ck-arrangement to be an arrangement with at least k bodies in779

which every k-tuple is convexly independent.780

4.1. Flip methods. Let S and T be combinatorial types. We write S ,! T if there exists an781

injection ' : S ! T which preserves convex independence, i.e. for every convexly independent782

subset S 0 ⇢ S the image '(S 0) is convexly independent. Notice these are morphisms in a category783

of combinatorial types. Recall that the order type for n points in convex position is denoted by784

Cn. We may state the Erdős-Szekeres theorem for abstract order types as follows.785

Theorem 4.1. For every integer n � 3 there exists a minimal positive integer g(n) such that786

Cn ,! T for all abstract order types T on g(n) elements.787

We will deduce Theorem 1.3 from the following.788

Theorem 4.2. For every non-crossing c3-arrangement A on n bodies, there exists an abstract789

order type T on n elements such that T ,! ct(A)790

Theorem. Among any f points in general position in the plane there is a convex polygon with791

at least log f vertices.792

Definition. Given a convex hull operator, a set X is convexly independent if for any proper793

subset Y ⇢ X, conv Y 6= convX.794

Theorem. For any number n, there is a number f(n), such that, among any f(n) points in the795

plane such that each triple is convexly independent, there is a convexly independent subset with796

at least n vertices.797
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Abstract. We show an equivalence between a a conjecture of Bisztriczky and Fejes Tóth
about arrangements of planar convex bodies to a conjecture of Goodman and Pollack about
point sets in topological a�ne planes. As a corollary of this equivalence we improve the recent
upper bound, obtained by Fox, Pach, Sudakov and Suk, on the Erdős-Szekeres theorem for

non-crossing convex bodies from 2O(n2
logn) to

�
2n�5

n�2

�
+ 1 ⇠ 4n/

p
n. Our methods also imply

a generalization of the partioned Erdős-Szekeres theorem of Pór and Valtr to arrangements of
non-crossing convex bodies.

1. Introduction

1.1. The happy ending theorem. In 1935, Erdős and Szekeres [8] proved the following foun-
dational result in combinatorial geometry and Ramsey theory. 1

Theorem (Erdős-Szekeres). For every integer n � 3 there exists a minimal positive integer

f(n) such that any set of f(n) points in general position in the Euclidean plane (i.e. no three

points on a line) contains n points which are the vertices of a convex n-gon.

Determining the precise growth of the function f(n) is one of the longest-standing open problems
of combinatorial geometry, and has generated a considerable amount of research. For history and
details, see [1, 25] and the references therein. In [8] the authors give two proofs of Theorem 1.1
one of which shows that f(n) 

�
2n�4

2n�2

�
+ 1, and in [9] Erdős and Szekeres give a construction

showing that 2n�2 + 1  f(n).

Conjecture (Erdős-Szekeres). f(n) = 2n�2 + 1.

This conjecture has been verified for n  6 [8, 32], while for n > 6 the best known upper bound
is f(n) 

�
2n�5

n�2

�
+ 1 ⇠ 4n/

p
n, and is due to Tóth and Valtr [34]. Asymptotically this is the

same as the bound given by Erdős and Szekeres in their seminal paper.

1.2. Generalized configurations. It was observed by Goodman and Pollack [16] that the
Erdős-Szekeres theorem extends to so-called generalized configurations, i.e. point sets in general
position in a topological a�ne plane [19, 21]. Generalized configurations have a purely combi-
natorial characterization and are equivalent to rank 3 uniform acyclic oriented matroids [6] or
CC-systems [24].

Theorem (Goodman-Pollack). For every integer n � 3 there exists a minimal positive integer

g(n) such that any generalized configuration of size g(n) contains n points which are convexly

independent.

It should be noted that this is proper generalization of the Erdős-Szekeres theorem as there
are by far more combinatorially distinct point sets in topological planes than there are in the
Euclidean plane [10, 18]. By containment it follows that f(n)  g(n).

1Erdős colloquially referred to this as the “happy ending theorem” as it led to the meeting of George Szekeres
and Esther Klein, who went on to get married and lived happily ever after . . .

1
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Theorem. For any number n, there is a number h0(n), such that, among any h0(n) pairwise798

disjoint convex sets in the plane, such that each triple is convexly independent, there is a799

convexly independent subset with at least n sets.800

Theorem. For any number n, there is a number h1(n), such that, among any h1(n) pairwise801

non crossing convex sets in the plane, such that each triple is convexly independent, there is802

a convexly independent subset with at least n sets.803

Proof of Theorem 1.3. Recall that h1(n) is the minimal integer such that Cn ,! T for all or-804

der types of non-crossing c3-arrangements. By Proposition 1.1 every abstract order type is the805

combinatorial type of an orientable arrangement. Hence g(n)  h1(n). The reverse inequality806

follows from Theorem 4.2. ⇤807

Recall from Section 3.2 that there are three possible non-crossing combinatorial types on 3 ele-808

ments. Since we here only deal with c3-arrangements, one of these can be disregarded, so we may809

speak of the orientable and the non-orientable triples. A non-orientable triple is characterized810

by one of its support curves occurring two distinct times on the upper envelope of the dual811

system. In the combinatorial type this corresponds a pair of disjoint triangular cells whose top812

edges are both contained in the same support curve. Notice that these are the only triangular813

cells of this combinatorial type. A non-orientable triple is related to an orientable one by a814

triangle flip which is defined in the swap sequence as replacing the substring (. . . , 2, 1, 2, . . . )815

by (. . . , 1, 2, 1, . . . ). (See Figure 13)816

Figure 13. A non-orientable triple with swap sequence (2, 1, 2, 2, 1, 2) (Above) and the
orientable triple after applying a triangle flip to obtain swap sequence (1, 2, 1, 2, 1, 2). (Below)

More generally, a triangle flip is an operation on combinatorial types, defined in terms of their817

equivalence classes of swap sequences by818

(. . . , i, (i� 1), i, . . . ) 7! (. . . , (i� 1), i, (i� 1), . . . )

Notice that this is a local change of the combinatorial type which involves only three elements.819

If the triple involved in a triangle flip is non-orientable, it is called a permissible triangle flip.820

Theorem 4.2 is deduced from the following.821

Observation 4.3. If �0 is obtained from � by applying a permissible triangle flip, then �0 ,! �.822

Lemma 4.4. Let � be the combinatorial type of a non-crossing c3-arrangement. If � is non-823

orientable, then it is possible to apply a permissible triangle flip to �.824

The proof of Observation 4.3 is easy and left to the reader, while Lemma 4.4 requires detailed825

case analysis. First we show how to obtain Theorem 4.2.826

Proof of Theorem 4.2. A permissible triangle flip reduces the total number of non-orientable827

triples by one. By applying Lemma 4.4 iteratively the theorem follows by induction on the828

number of non-orientable triples. ⇤829
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Conjecture (Goodman-Pollack). f(n) = g(n).

It is an easy exercise to extend the proof of Tóth and Valtr to generalized configurations, so
therefore we also have g(n) 

�
2n�5

n�2

�
+ 1 for n � 7. Also, Szekeres and Peters [32] confirmed

that g(n) = f(n) = 2n�2 + 1 for all n  6.

1.3. Mutually disjoint convex bodies. In a di↵erent direction, initiated by Bisztriczky and
Fejes Tóth in [3], the Erdős-Szekeres theorem was generalized to arrangements of compact
convex sets in the plane (which we call bodies for brevity). An arrangement of bodies is convexly
independent if no member is contained in the convex hull of the others.

Theorem (Bisztriczky-Fejes Tóth). For any integer n � 3 there exists a minimal positive integer

h

0

(n) such that any arrangement of h

0

(n) mutually disjoint bodies in the Euclidean plane, where

each triple is convexly independent, contains an n-tuple which is convexly independent.

This reduces to the Erdős-Szekeres theorem when the bodies are points, but was somewhat more
complicated to establish in general. The added complexity is reflected in the original upper bound
h

0

(n)  tn(tn�1

(. . . t
1

(cn) . . . )), where tn is the n-th tower function. The upper bound was later
reduced to 16n/n by Pach and Tóth in [27]. By containment we have f(n)  h

0

(n).

Conjecture (Bisztriczky-Fejes Tóth). f(n) = h

0

(n).

The only known exact values are h

0

(4) = 5 and h

0

(5) = 9 which were established in [4].

1.4. Non-crossing convex bodies. In a subsequent paper [28] Pach and Tóth relaxed the
disjointness hypothesis, showing that an Erdős-Szekeres theorem also holds for arrangements of
non-crossing bodies, which means that A \B is connected for any pair of bodies A and B.
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(n) (a tower function) was improved to a doubly exponential
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logn). See also [5, 33] for related work.
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Notice that the constants k and k0 are allowed to depend on d and n and even on the
topology of the complex. They just need to be independent of g. Notice also that xi can be
chosen with the only condition that they are algebraically generic. One uses the coe�cients
blindly at first and obtains a discontinuous metric on the simplicial complex, then one has to
use some smoothing or filling to make it an honest Riemannian metric. One needs to show
that this smoothing doesn’t change (asymptotically) the relevant quantities.
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Conjecture (Goodman-Pollack). f(n) = g(n).

It is an easy exercise to extend the proof of Tóth and Valtr to generalized configurations, so
therefore we also have g(n) 

�
2n�5

n�2

�
+ 1 for n � 7. Also, Szekeres and Peters [32] confirmed

that g(n) = f(n) = 2n�2 + 1 for all n  6.

1.3. Mutually disjoint convex bodies. In a di↵erent direction, initiated by Bisztriczky and
Fejes Tóth in [3], the Erdős-Szekeres theorem was generalized to arrangements of compact
convex sets in the plane (which we call bodies for brevity). An arrangement of bodies is convexly
independent if no member is contained in the convex hull of the others.

Theorem (Bisztriczky-Fejes Tóth). For any integer n � 3 there exists a minimal positive integer

h

0

(n) such that any arrangement of h

0

(n) mutually disjoint bodies in the Euclidean plane, where

each triple is convexly independent, contains an n-tuple which is convexly independent.

This reduces to the Erdős-Szekeres theorem when the bodies are points, but was somewhat more
complicated to establish in general. The added complexity is reflected in the original upper bound
h

0

(n)  tn(tn�1

(. . . t
1

(cn) . . . )), where tn is the n-th tower function. The upper bound was later
reduced to 16n/n by Pach and Tóth in [27]. By containment we have f(n)  h

0

(n).

Conjecture (Bisztriczky-Fejes Tóth). f(n) = h

0

(n).

The only known exact values are h

0

(4) = 5 and h

0

(5) = 9 which were established in [4].

1.4. Non-crossing convex bodies. In a subsequent paper [28] Pach and Tóth relaxed the
disjointness hypothesis, showing that an Erdős-Szekeres theorem also holds for arrangements of
non-crossing bodies, which means that A \B is connected for any pair of bodies A and B.

Theorem (Pach-Tóth). For any integer n � 3 there exists a minimal positive integer h

1

(n) such
that any arrangement of h

1

(n) non-crossing bodies in the Euclidean plane, where each triple is

convexly independent, contains an n-tuple which is convexly independent.

The original upper bound on h

1

(n) (a tower function) was improved to a doubly exponential
function in [23]. Recently Fox, Pach , Sudakov, and Suk [12] obtained the upper bound h

1

(n) 
2O(n2

logn). See also [5, 33] for related work.

The known bounds are summarized as follows.

2n�2 + 1  f(n)  g(n) 
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+ 1 (for n � 7)
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logn)

2n�2 + 1 = f(n) = g(n) (for n  6)

2n�2 + 1 = h

0

(n) (for n  5)

1.5. Our results. In this paper we make considerable improvements on h

0

(n) and h

1

(n) by
establishing the following.

Theorem 1. The Erdős-Szekeres problems for generalized configurations and for arrangements

of non-crossing bodies are equivalent. In other words, g(n) = h

1

(n).
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special case, is the following generalization of point sets. An orientable arrangement of bodies83

is one in which each pair of bodies determines a unique pair of directed supporting tangents,84

and each triple of bodies gets assigned a unique cyclic ordering when traversing the boundary of85

their convex hull in the counter-clockwise direction. These cyclic orderings satisfy the axioms of86

an abstract order type, and conversely, every abstract order type arises in this way. This will be87

shown to be a consequence of the Folkman-Lawrence representation theorem [15], which implies88

that every abstract order type can be represented by a marked pseudo-line arrangement [14, 18].89

Proposition 1.1. Every orientable arrangement of bodies gives rise to an abstract order type,90

and every abstract order type has a realization by an orientable arrangement of bodies.91

1.3. Realization spaces. It is known that the smallest non realizable abstract order type is the92

so-called non-Pappus configuration, a configuration of 9 elements that violates Pappus’ theorem93

[35, 48]. Mnëv’s previously mentioned result implies that it is algorithmically NP-hard to decide94

whether an abstract order type is realizable. (See also Shor’s beautiful paper [50] for a direct95

proof.) In fact, most abstract order types are not realizable by points.96

Figure 1. Two realizations of the “bad pentagon”. Left: realization in a topological plane;
Right: realization by convex sets in the Euclidean plane

The first question regarding realizability by bodies rather than points was asked in [30], and was97

addressed by Pach and Tóth [42] where they showed that the non-Pappus configuration can be98

realized by an arrangement of segments in the plane. Figure 1 shows an abstract order type99

related to Goodman and Pollack’s “bad pentagon” [19] with a realization by triangles, and we100

conjecture that this abstract order type cannot be realized by segments. In fact, it will be shown101

in Section 3.2 that for every constant k there are abstract order types which are not realizable102

by convex k-gons.103

The set of all arrangements of n bodies has a natural topology (given by the Hausdor↵ metric)104

which allows us to define the realization space bR(�) of arrangements of combinatorial type �.105

Similarly, we also define the subspace bRk(�) as the realization space of arrangements of k-gons106

(meaning the space of realizations of � by convex polygons with at most k vertices). Our main107

results on realization spaces regard their possible topologies as k varies, and are summarized in108

the following theorem.109

Theorem 1.2. For every combinatorial type �, bR(�)/SO(2) is contractible. On the other hand,110

for every primary semi-algebraic set S and positive integer k, there exists a combinatorial type111

� such that bRk(�)/SO(2) is homotopy equivalent to S.112
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Here is the idea of the proof. For the lower bound we use the fact that a generalized configuration
has a dual representation as a marked pseudoline arrangement, i.e. a wiring diagram [11, 13].
Using this representation we show that every generalized configuration can be represented by
an arrangement of bodies in the Euclidean plane. This shows that f(n)  h

1

(n).

To establish the reverse inequality we start with an arrangement of bodies and consider the
cell complex induced by its dual system of support curves drawn on the cylinder S1 ⇥R1 which
encodes the convexity properties of the arrangement. We then modify this complex by elementary
operations, similar to [22, 31], inducing a weak map from the arrangement to a generalized
configuration. The details are given in section 2.

In view of Theorem 1 we obtain the following bounds.

2n�2 + 1  f(n)  h

0

(n)  h

1

(n) = g(n) 
�
2n�5

n�2

�
+ 1 (for n � 7)

2n�2 + 1 = f(n) = h

0

(n) = h

1

(n) = g(n) (for n  6)

Our construction of the weak maps actually provides a general procedure for reducing non-
crossing arrangements to generalized configurations, and can therefore be applied to the mul-
titude of Erdős-Szekeres-type results previously proven separately for point sets, then for ar-
rangements of bodies. (See for instance [2, 26, 29, 30].) In particular we obtain the partitioned
Erdős-Szekeres theorem for non-crossing arrangements. This will be discussed in section 3.

2. Proof of Theorem 1

2.1. Preliminaries. We call a compact convex subset of R2 a body, and a finite collection of
at least three bodies an arrangement. For a body A, recall its support function hA : S1 ! R1

on the unit circle
hA(✓) := max

x2A
h✓, xi

The dual of a body is the graph of its support function drawn on the cylinder S1 ⇥ R1, i.e.

A

⇤ := {(✓, hA(✓)) : ✓ 2 S1}
We use the term system when referring to a finite collection of at least three curves on S1 ⇥R1

which are graphs of continuous functions � : S1 ! R1 . In this way every arrangement A is
associated with its dual system A⇤. Notice that A⇤ determines A, and we therefore do not
distinguish between and arrangement and its dual.

An arrangement is convexly independent if no body is contained in the convex hull of the
of the remaining bodies. The dual of a convexly independent arrangement is a system in which
every curve appears on the upper envelope. An arrangement is in general position if the
following hold.

Every triple of bodies is convexly independent.

No triple of bodies share a common supporting tangent.

For any pair of bodies A

1

and A

2

with common supporting tangent ` the intersection
A

1

\A

2

\ ` is empty.

A standard perturbation argument shows that the optimal values for h
1

(n) are attained by ar-
rangements in general position, so hereby all arrangements are assumed to be in general position.
Notice that when A is in general position the curves of A⇤ intersect transversally.

A pair of bodies A
1

, A
2

is non-crossing if A
1

\ A
2

is connected, or equivalently, if A
1

and A

2

have precisely two common supporting tangents. A triple of bodies A
1

, A
2

, A
3

is orientable if
every pair is non-crossing and conv(Ai[Aj)\Ak is simply connected for all choices of distinct i,
j, k, or equivalenty, the convex hull of A

1

[A

2

[A

3

is supported by exactly three of the common
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results on realization spaces by order types of convex bodies. Section 4 focuses on
the Erdős-Szekeres problem for convex bodies and related geometric Ramsey theory
results. At the end of each section we leave a number of open problems.

2 Preliminaries and definitions

2.1 The dual of a convex body

For a compact convex set K in the Euclidean plane R2, recall that its support
function restricted to the circle is the function hK : S1 ! R given as

hK(✓) := max
v2K

h✓, vi

(All convex sets will be assumed throughout to be compact.)

The dual of a convex set is the graph of its support function

K⇤ = {(x, y) 2 S1 ⇥ R1 : y = hK(x)}.

Readers accostumed to the classic constructions of projective geometry should keep
in mind the following geometric interpretation (which will not be necesary for the
rest of the paper). Consider the a�ne plane A = {(x

1

, x
2

, 1) 2 R3}. By an a�ne
point, an a�ne line and an a�ne convex set we mean a point, a line and a convex
set contained in A. Let S2 be the unit sphere embedded in R3 and S1 ⇥ R1 be the
cylinder {(x, y, z) 2 R3 : x2 + y2 = 1}.
For a point v 2 A, its dual v⇤ is the plane through the origin v⇤ := {u 2 R3 : hu, vi =
0}. The dual of a line l ⇢ A is given as l⇤ := {u 2 R3 : hu, vi = 0 for all v 2 l}, and
for a convex set K ⇢ A, its dual K⇤ is the set of dual lines of the a�ne supporting
lines of K.

We will provide two topologically equivalent models for the dual of an a�ne convex
set. One of these models coincides with the dual of a Euclidean convex set once we
endow A with an inner product. The first model consists of intersecting the dual of
an a�ne convex body K⇤ with the unit sphere S2, this is a topological circle on the
sphere that avoids the north and the south poles, it can be thought of as circle on
the double punctured sphere S2. The second model consists of intersecting the dual
of an a�ne convex set K⇤ with the cylinder S1 ⇥ R1.

To see that the cylindrical model of the dual of an a�ne convex set coincides with
the dual of a Euclidean convex set we endow the a�ne plane with the inner product
given by

h(x
1

, x
2

, x
3

), (y
1

, y
2

, y
3

)iA = h(x
1

, x
2

), (y
1

, y
2

)i
This inner product determines the support function of the a�ne convex set K. A
simple argument in Euclidean geometry now shows that the cylindrical model is
alternatively described by the graphs of the support functions as it was defined.

Notice that the homeomorphism between the two models does not depend on the
convex set, hence we can spaek about the dual of several convex sets. The equivalence
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1.1 Marked Arrangements and Sweeps 3

A

c0

x

x

4

3

2

5

1

c8

Figure 1.2 A sweep for arrangement A.

will always think of a sweep as a left to right sweep. A discrete sweep as defined here can
be transformed into a continuous sweep by appropriate interpolation between each pair
ci, ci+1 of curves.

Lemma 1.1 (Sweeping Lemma) There is a sweep sequence of curves for every marked
Euclidean arrangement (A, F ) of pseudolines, i.e., A can be swept.

Proof. Let G = (V, E) be the graph such that the vertices V of G are the vertices of A
and the edges of G are the bounded edges of the arrangement A. Let

−→
E be the orientation

of the edges of G induced by the orientation of pseudolines (the north-face is in the left
halfplane of each pseudoline).

Claim A. The orientation
−→
E is an acyclic orientation of G.

Walking ‘at infinity’ and clockwise from F to F all pseudolines of A are met. Let π be
the list of lines in the order they are met.

The claim is proved by contradiction: Assume that
−→
E is not acyclic and choose a cycle

C such that the area enclosed by the corresponding curve is minimal. By this choice C
corresponds to the boundary of a face of A. With respect to this face the cycle C may be
oriented clockwise or counterclockwise. We consider the first case (clockwise), the other
is symmetric.

Let e1, e2, . . . , ek be edges of C in clockwise order and let Lj be the supporting pseu-
doline of ej . Since ej and ej+1 are consecutive on C lines Lj and Lj+1 cross at a vertex of
C. From the definition of π and the clockwise orientation of C it follows that Lj <π Lj+1

(see Figure 1.3). Hence L1 <π L2 <π . . . <π Lk <π L1, a contradiction. #
Since

−→
G = (V,

−→
E ) is acyclic there exists a topological sorting of

−→
G , i.e., an ordering

v1, v2, . . . , vr of the vertices of the graph such that all edges are directed from left to
right. Formally, i < j for every directed edge vi → vj of

−→
G .

Claim B. There are curves c0, c1, . . . , cr such that vertices v1, . . . , vi are to the left of ci

and vertices vi+1, . . . , vr are to the right of ci for all i = 1, . . . , r.
Select arbitrary points x ∈ F and x ∈ F . Let R be the union of the closed bounded

cells of A. Disregarding some trivial cases the region R is homeomorphic to a disk. Define





supporting tangents determined by the pairs Ai and Aj . A non-crossing arrangement is one
in which each pair is non-crossing, and an orientable arrangement is one in which each triple
is orientable.

Each member of an orientable triple contributes a single connected arc to the boundary of its
convex hull, so traversing the boundary of its convex hull in the counter-clockwise direction will
impose a cyclic ordering of the triple. It is easily verified that the set of cyclic orderings of all
triples of the arrangement form a rank 3 uniform oriented matroid 2.

2.2. Representing generalized configurations by orientable arrangements. We show
that for every generalized configuration P there is an orientable arrangement A, such that P
and A induce the same oriented matroids. In particular we have the following.

Lemma 2. For every integer n � 3 we have g(n)  h

1

(n).

Proof. Let P be a generalized configuration. It is well-known that P has a dual representation
given by a wiring diagram W which encodes the allowable sequence of P [13, 15]. We can view
W as a system of curves drawn on the Möbious strip, each pair crossing once with all crossing
points distinct. Extending W to its double cover, we obtain a system of curves F on the cylinder
S1 ⇥ R1, each pair crossing twice, with all crossing points distinct (see Figure 1). Notice that
the oriented matroid of P is encoded by F in the following way. For every triple T ⇢ F the cyclic
order in which the curves appear on the upper envelope of T agrees with the cyclic order of the
corresponding triple of P. This implies that a sub-configuration P 0 ⇢ P is convexly independent
if and only if every curve of the corresponding sub-system F 0 ⇢ F appears on the upper envelope
of F 0.
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Figure 1. Top left: A point configuration P; Top right: The dual wiring diagram W
encoding the allowable sequence of P; Bottom: Extension to the double cover resulting in the
system F represented by smooth 2⇡-periodic functions.

Each curve of F can be taken to be the graph of a smooth function f : S1 ! R1. Blaschke
showed that a smooth function f : S1 ! R1 is the support function of a convex body if and
only if f + f

00
> 0 (see [20]). This implies that there exists a constant c

0

such that f + c is the
support function of a body for any c > c

0

. Therefore there is a common constant we can add to
each of the curves making F the dual system of an orientable arrangement. ⇤

2Grünbaum implicitly makes this observation in his discussion on planar arrangements of simple curves. We
refer the reader to Section 3.3 of [21].
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First recall the bijection between generalized configurations and allowable sequences
(wiring diagrams). We normalize by selecting a generic direction in the plane
and labeling the points by an orthogonal sweep, and label the wires the same
from top to bottom. We rotate the direction counter-clockwise and record the
allowable sequence: Each crossing in the wiring diagram corresponds to a direction
determined by a pair of points. Recall there is a surjection from the set of (simple)
wiring diagrams on n wires onto the set of (simple) rank 3 oriented matroids. (This
is not an injection!)
We can read of the sign of a triple as follows: We use the labeling described above.
Consider the triple i < j < k. The first switch in the wiring diagram when restricted
to these three wires is either ij or jk. If it is ij then (i, j, k) turns counter-clockwise,
and if it is jk then (i, j, k) turns clockwise. (Illustrated on the left.) Equivalently,
consider the triple i < j < k and read of the cyclic order of the vertices of the
triangle defined by the points ijk. If the cyclic order is consistent with the linear
ordering i < j < k then we will witness this on the upper envelope of the wiring
diagram. If the cyclic order is the opposite, we witness this on the lower envelope
of the wiring diagram.
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The wiring diagram is determined by the switch
sequence, and if we repeat the switch sequence
we get the doubly periodic sequence called the
allowable sequence. We can realize the allow-
able sequence by the boundaries of convex sets
as follows: Set N =

�
n
2

�
and let P1, . . . , Pn

be regular 2N -gons with common centers and
where Pi has diameter 1� i✏

n . We can draw the
wiring diagram on the vertices of the Pi and
draw the curve counter-clockwise as we read o↵
the wiring diagram from left to right, the con-
vex sets will realize the same orientation as the
original triple (of points).

We can call this representation the polar rep-
resentation of the wiring diagram. Obviously
there is a bijection between simple allowable se-
quences and polar representations. We showed
that triples of convex sets in the polar represen-
tation realize the same orientation as the dual of
the wiring diagram (which is a generalized con-
figuration). As a consequence we get that every
rank 3 oriented matroid can be represented by
convex sets.
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in which each pair is non-crossing, and an orientable arrangement is one in which each triple
is orientable.
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impose a cyclic ordering of the triple. It is easily verified that the set of cyclic orderings of all
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given by a wiring diagram W which encodes the allowable sequence of P [13, 15]. We can view
W as a system of curves drawn on the Möbious strip, each pair crossing once with all crossing
points distinct. Extending W to its double cover, we obtain a system of curves F on the cylinder
S1 ⇥ R1, each pair crossing twice, with all crossing points distinct (see Figure 1). Notice that
the oriented matroid of P is encoded by F in the following way. For every triple T ⇢ F the cyclic
order in which the curves appear on the upper envelope of T agrees with the cyclic order of the
corresponding triple of P. This implies that a sub-configuration P 0 ⇢ P is convexly independent
if and only if every curve of the corresponding sub-system F 0 ⇢ F appears on the upper envelope
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Each curve of F can be taken to be the graph of a smooth function f : S1 ! R1. Blaschke
showed that a smooth function f : S1 ! R1 is the support function of a convex body if and
only if f + f

00
> 0 (see [20]). This implies that there exists a constant c
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such that f + c is the
support function of a body for any c > c

0

. Therefore there is a common constant we can add to
each of the curves making F the dual system of an orientable arrangement. ⇤

2Grünbaum implicitly makes this observation in his discussion on planar arrangements of simple curves. We
refer the reader to Section 3.3 of [21].
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REALIZATION SPACES AND HAPPY ENDINGS 3

type of an arrangement of bodies is the cell decomposition given by the partition of the cylinder82

S1 ⇥ R1 induced by their support curves. (In order to avoid certain trivial degeneracies we83

assume that bodies are not nested.) We remark that similar invariants were recently considered84

[7, 24, 28, 31]. (See Section 2.5 for more details). Note that in the case when the bodies are points,85

this cell decomposition encodes the same information as the order type. Another noteworthy86

special case, is the following generalization of point sets. An orientable arrangement of bodies87

is one in which each pair of bodies determines a unique pair of directed supporting tangents,88

and each triple of bodies gets assigned a unique cyclic ordering when traversing the boundary of89

their convex hull in the counter-clockwise direction. These cyclic orderings satisfy the axioms of90

an abstract order type, and conversely, every abstract order type arises in this way. This will be91

shown to be a consequence of the Folkman-Lawrence representation theorem [15], which implies92

that every abstract order type can be represented by a marked pseudo-line arrangement [14, 18].93

Proposition 1.1. Every orientable arrangement of bodies gives rise to an abstract order type,94

and every abstract order type has a realization by an orientable arrangement of bodies.95

1.3. Realization spaces. It is known that the smallest non realizable abstract order type is the96

so-called non-Pappus configuration, a configuration of 9 elements that violates Pappus’ theorem97

[36, 50]. Mnëv’s previously mentioned result implies that it is algorithmically NP-hard to decide98

whether an abstract order type is realizable. (See also Shor’s beautiful paper [51] for a direct99

proof.) In fact, most abstract order types are not realizable by points.100

Figure 1. Two realizations of the “bad pentagon”. Left: realization in a topological plane;
Right: realization by convex sets in the Euclidean plane

The first question regarding realizability by bodies rather than points was asked in [30], and was101

addressed by Pach and Tóth [43] where they showed that the non-Pappus configuration can be102

realized by an arrangement of segments in the plane. Figure 1 shows an abstract order type103

related to Goodman and Pollack’s “bad pentagon” [19] with a realization by triangles, and we104

conjecture that this abstract order type cannot be realized by segments. In fact, it will be shown105

in Section 3.2 that for every constant k there are abstract order types which are not realizable106

by convex k-gons.107

The set of all arrangements of n bodies has a natural topology (given by the Hausdor↵ metric)108

which allows us to define the realization space bR(�) of arrangements of combinatorial type �.109

Similarly, we also define the subspace bRk(�) as the realization space of arrangements of k-gons110

(meaning the space of realizations of � by convex polygons with at most k vertices). Our main111

results on realization spaces regard their possible topologies as k varies, and are summarized in112

the following theorem.113

2.3. Weak maps. Let A and B be arrangements of n bodies. A bijection ' : A ! B is a weak

map if '�1(B0) is convexly independent for all convexly independent sub-configurations B0 ⇢ B.
The inequality h

1

(n)  g(n) is a consequence of the following.

Lemma 3. For every non-crossing arrangement A there exists a weak map ' : A ! B where B
is an orientable arrangement.

The dual arrangement A⇤ induces a cell complex C(A), homeomorphic to S1 ⇥ [0, 1]. The weak
map ' will be defined in terms of elementary operations on C(A). Since every triple of A is
convexly independent, there are two types of triples to consider: The orientable and the non-

orientable ones. The dual of a non-orientable triple T is characterized by one of its support
curves occurring two distinct times on the upper envelope of T ⇤. In C(T ) this corresponds to a
pair of disjoint triangular cells whose top edges are both contained in the same support curve
(see Figure 2). Notice that in the non-orientable case these are the only triangular cells, while
in the orientable case every cell is triangular.

Figure 2. Left: An orientable triple with its dual system below. Right: A non-orientable
triple with its dual system below.

A non-orientable triple T is related to an orientable one by an elementary operation called a
triangle flip, which is defined by “flipping” the orientation of one of the two triangular cells
of C(T ) (see Figure 3). Notice that a triangle flip defines a weak map from a non-orientable
triple to an orientable one.

Figure 3. Above: A non-orientable triple. Below: The orientable triple obtained after ap-
plying a triangle flip.

We deduce Lemma 3 from the following.

Lemma 4. If A is not orientable, then C(A) contains a triangular cell bounded by the support

curves of a non-orientable triple.

Proof of Lemma 3. If A is not orientable, Lemma 4 implies that we can apply a triangle flip
to C(A) obtaining a new cell complex C0. Clearly we may assume C0 is induced by a system
of smooth curves, which is therefore the dual system of an arrangement A0 (as in the proof of
Lemma 2). This induces a weak map '

0 : A ! A0. Since a triangle flip reduces the number of
non-orientable triples, Lemma 3 follows by induction. ⇤
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Conjecture (Goodman-Pollack). f(n) = g(n).

It is an easy exercise to extend the proof of Tóth and Valtr to generalized configurations, so
therefore we also have g(n) 

�
2n�5

n�2

�
+ 1 for n � 7. Also, Szekeres and Peters [32] confirmed

that g(n) = f(n) = 2n�2 + 1 for all n  6.

1.3. Mutually disjoint convex bodies. In a di↵erent direction, initiated by Bisztriczky and
Fejes Tóth in [3], the Erdős-Szekeres theorem was generalized to arrangements of compact
convex sets in the plane (which we call bodies for brevity). An arrangement of bodies is convexly
independent if no member is contained in the convex hull of the others.

Theorem (Bisztriczky-Fejes Tóth). For any integer n � 3 there exists a minimal positive integer

h

0

(n) such that any arrangement of h

0

(n) mutually disjoint bodies in the Euclidean plane, where

each triple is convexly independent, contains an n-tuple which is convexly independent.

This reduces to the Erdős-Szekeres theorem when the bodies are points, but was somewhat more
complicated to establish in general. The added complexity is reflected in the original upper bound
h

0

(n)  tn(tn�1

(. . . t
1

(cn) . . . )), where tn is the n-th tower function. The upper bound was later
reduced to 16n/n by Pach and Tóth in [27]. By containment we have f(n)  h

0

(n).

Conjecture (Bisztriczky-Fejes Tóth). f(n) = h

0

(n).

The only known exact values are h

0

(4) = 5 and h

0

(5) = 9 which were established in [4].

1.4. Non-crossing convex bodies. In a subsequent paper [28] Pach and Tóth relaxed the
disjointness hypothesis, showing that an Erdős-Szekeres theorem also holds for arrangements of
non-crossing bodies, which means that A \B is connected for any pair of bodies A and B.

Theorem (Pach-Tóth). For any integer n � 3 there exists a minimal positive integer h

1

(n) such
that any arrangement of h

1

(n) non-crossing bodies in the Euclidean plane, where each triple is

convexly independent, contains an n-tuple which is convexly independent.

The original upper bound on h

1

(n) (a tower function) was improved to a doubly exponential
function in [23]. Recently Fox, Pach , Sudakov, and Suk [12] obtained the upper bound h

1

(n) 
2O(n2

logn). See also [5, 33] for related work.

The known bounds are summarized as follows.

2n�2 + 1  f(n)  g(n) 
�
2n�5

n�1

�
+ 1 (for n � 7)

f(n)  h

0

(n) 
�
2n�4

n�2

�
2

h

0

(n)  h

1

(n)  2O(n2

logn)

2n�2 + 1 = f(n) = g(n) (for n  6)

2n�2 + 1 = h

0

(n) (for n  5)

1.5. Our results. In this paper we make considerable improvements on h

0

(n) and h

1

(n) by
establishing the following.

Theorem 1. The Erdős-Szekeres problems for generalized configurations and for arrangements

of non-crossing bodies are equivalent. In other words, g(n) = h

1

(n).
2



A few technical terms are needed for proving Lemma 4. Let T be a non-orientable triple. The
top edges of the two triangular cells of C(T ) belong to the same support curve, called the top

curve, which appears twice on the upper envelope of T ⇤. When T belongs to a larger system
F , the triangular cells of C(T ) may no longer be cells in C(F), so instead we refer to these open
triangular regions as the zones of T ⇤. When we say that T ⇤ bounds a zone, it is implicit that T
is non-orientable. A zone is called empty if no curve of the system intersects its interior, and is
called free if no curve intersects its top edge (see Figure 4). In other words, we want to show:

If A contains non-orientable triples, then C(A) contains an empty zone.

For the proof we will consider a minimal counter-example. It is, however, much easier to handle
free zones rather than empty ones, so we first establish the following.

Claim 5. If C(A) contains an free zone, then C(A) contains an empty zone.

c

b

a

Figure 4. The triple T ⇤ = {a, b, c} bounds two zones (shaded) and the top curve is b (red).
Neither of the zones of T ⇤ are empty, but the left one is free.

Proof of Claim 5. We assume without loss of generality that Z
0

is a free zone bounded by a, b, c

where b is the top curve. Let w

1

, . . . , wk denote curves that intersect Z

0

. The fact that every
triple of A is convexly independent has the following consequences (whose proofs we leave to
the reader).

(1) Each wi intersects Z0

in a single connected arc. We may assume wi enters Z0

by crossing
curve c and exits Z

0

by crossing curve a.

(2) The triangular region in Z

0

bounded by a, wi, c is a zone.

(3) Distinct curves wi and wj cross at most once inside Z

0

.

Of course, the zones appearing inside Z

0

are not necessarily free, so we also need the following
observation concerning zones that are not free.

Observation 6. Let Z be a zone bounded by a, b, c where b is the top curve. Suppose w enters
Z by crossing c and exits Z by crossing b, then proceeds to cross a. Then one of the triples
a,w, b or w, b, c bound a zone. (See Figure 5.)

For the proof of Claim 5 we proceed by induction on k, the number of curves which intersect
Z

0

. If k = 0, then Z

0

is an empty zone, so assume k > 0. Start at the top left corner of Z
0

at the
crossing between b and c. Move on the boundary of Z

0

along c and stop at the first crossing we
encounter. Assume that this is the crossing between c and wk. This crossing is the top corner of
a zone Zk ⇢ Z

0

(bounded by a,wk, c by (2) above). Move into the interior of Z
0

along curve wk

(the top edge of Zk) and stop at the first crossing we encounter. If this is the crossing between wk

and a, we may apply the induction step, since then Zk is a free zone with less than k intersecting
curves. So assume that this is a crossing between wk and wk�1

. By Observation 6 this is the
top vertex of a zone Zk�1

. If Zk�1

⇢ Zk (i.e bounded by wk�1

, wk, c), then Zk�1

is free and we
are done by induction, so assume Zk�1

is bounded by paths a, wk�1

, wk. Proceed along path
wk�1

(the top edge of Zk�1

) and repeat the process. This eventually result in a free zone which
is crossed by less than k curves, completing the proof of Claim 5 (see Figure 6). ⇤

We are in position to complete the proof of Lemma 4.
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Figure 5. Top: The zone Z is bounded by a, b, c (shaded). After w leaves Z and crosses a it
enters a digon bounded by curves a and b, so it must cross one of them again before crossing c.
Bottom left: If the next crossing of w is with a, then a,w, b bound a zone (shaded). Bottom

right: If the next crossing of w is with b then w, b, c bound a zone (shaded).
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Figure 6. Starting at top left corner of Z
0

(light shade) move along the boundary until we
meet the first crossing. This is the top corner of a zone bounded by a,wk, c. Proceed along wk

until we meet the next crossing. By Observation 6 one of the two dark shaded regions must be

a zone.

Proof of Lemma 4. Suppose A is a minimal counter-example. Then C(A) contains zones, but no
empty ones, and any proper sub-arrangement A0 ⇢ A is either orientable or the complex C(A0)
has at least one empty zone. We will reach a contradiction by showing that C(A) contains a free

zone.

Assume first that any curve we delete from the lower envelope of A⇤ destroys all non-orientable
triples. Then the lower envelope consists of exactly two curves a and c, and a triple is non-
orientable if and only if it includes both of these curves. To see this, note that if there were three
curves on the lower envelope, then these form an orientable triple, so for any non-orientable
triple there is a curve on the lower envelope not belonging to it. Let Z be a zone bounded by a,
b, c. Some curve w should intersect the top edge of Z or else it is free, in which case a, b, w or
b, c, w is non-orientable, contradicting our initial assumption.

We may therefore assume that there is a curve w appearing on the lower envelope, and a triple
a, b, c which bound a zone Z where b is the top curve, and w is the only curve which meets
the interior of Z. Furthermore w must cross the top edge of Z (if not Z is free, contradicting
the assumption that A was a counter-example). Now we use the fact that w was on the lower
envelope. This implies that w must also cross one of the other edges of Z. Up to symmetry there
are then two cases that can occur (see Figure 7).

(1) w is on the lower envelope, crosses a, then c (entering Z), and then b (leaving Z).

(2) w is on the lower envelope, crosses c, then a (entering Z), and then b (leaving Z).

In both cases we consider the order in which w intersects the other curves after leaving Z. In
case (1) it results in a zone bounded by w, b, c contained in Z. This must be empty, since w is
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Theorem. For any number n, there is a number h0(n), such that, among any h0(n) pairwise798
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Any non orientable arrangement has a free zone.801
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Proof of Theorem 1.3. Recall that h1(n) is the minimal integer such that Cn ,! T for all or-806

der types of non-crossing c3-arrangements. By Proposition 1.1 every abstract order type is the807

combinatorial type of an orientable arrangement. Hence g(n)  h1(n). The reverse inequality808

follows from Theorem 4.2. ⇤809

Recall from Section 3.2 that there are three possible non-crossing combinatorial types on 3 ele-810

ments. Since we here only deal with c3-arrangements, one of these can be disregarded, so we may811

speak of the orientable and the non-orientable triples. A non-orientable triple is characterized812

by one of its support curves occurring two distinct times on the upper envelope of the dual813

system. In the combinatorial type this corresponds a pair of disjoint triangular cells whose top814

edges are both contained in the same support curve. Notice that these are the only triangular815

cells of this combinatorial type. A non-orientable triple is related to an orientable one by a816

triangle flip which is defined in the swap sequence as replacing the substring (. . . , 2, 1, 2, . . . )817

by (. . . , 1, 2, 1, . . . ). (See Figure 13)818

Figure 13. A non-orientable triple with swap sequence (2, 1, 2, 2, 1, 2) (Above) and the
orientable triple after applying a triangle flip to obtain swap sequence (1, 2, 1, 2, 1, 2). (Below)

More generally, a triangle flip is an operation on combinatorial types, defined in terms of their819

equivalence classes of swap sequences by820

(. . . , i, (i� 1), i, . . . ) 7! (. . . , (i� 1), i, (i� 1), . . . )

Notice that this is a local change of the combinatorial type which involves only three elements.821

If the triple involved in a triangle flip is non-orientable, it is called a permissible triangle flip.822

Theorem 4.2 is deduced from the following.823

Observation 4.3. If �0 is obtained from � by applying a permissible triangle flip, then �0 ,! �.824

Lemma 4.4. Let � be the combinatorial type of a non-crossing c3-arrangement. If � is non-825

orientable, then it is possible to apply a permissible triangle flip to �.826

The proof of Observation 4.3 is easy and left to the reader, while Lemma 4.4 requires detailed827

case analysis. First we show how to obtain Theorem 4.2.828
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the only curve that intersects Z. In case (2) this results in a zone bounded by w, a, b where a is
the top curve. It is adjacent to Z along the curve a, which implies that it is a free zone since w

is the only curve intersecting the interior of Z. This completes the proof. ⇤
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w

Figure 7. Consider w after it leaves Z. Case (1), left: If w crosses b before c, then w, b, c
bound an empty zone contained in Z. If w crosses c before b, then w, a, c is not in convex
position. Case (2), right: If w crosses a before c, then w, a, c bound a free zone below Z. If w
crosses c before a, then b intersects w again after its two crossings with a, which implies that
w, a, b is not in convex position.

3. Further generalizations

A deep generalization of the Erdős-Szekeres theorem, known as the partitioned Erdős-Szekeres

theorem was obtained by Pór and Valtr [29]. As an application of Lemma 3, their result easily
extends to non-crossing arrangements. An arrangement A is a convex n-clustering if it is a dis-
joint union of n arrangements A

1

, A
2

, . . . ,An of equal size such that all n-tuples (B
1

, B

2

, . . . , Bn)
with Bi 2 Ai are convexly independent.

Theorem 7. For every n � 3 there exist constants c = c(n) and r = r(n) such that the following

holds. For every non-crossing arrangement A in which every triple is convexly independent there

is a sub-arrangement A0
of size at most r such that A \ A0

can be partitioned into at most c

convex n-clusterings.

In its original form, the theorem of Pór and Valtr is given for sets of points in the Euclidean plane.
In order to apply Lemma 3, their result must be extended to abstract order-types. This can be
done, in a more or less a routine way. Essentially one needs to extend Claims 1 – 3, and Theorem 4
in [29] to generalized configurations. All this can be done by, for instance, working in a topological
a�ne plane and replacing any “distance arguments” by using “continuous sweep arguments” (see
for instance [7, 19]). The remaining arguments of Pór and Valtr are combinatorial, and do not
need further modification.
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2.3. Weak maps. Let A and B be arrangements of n bodies. A bijection ' : A ! B is a weak

map if '�1(B0) is convexly independent for all convexly independent sub-configurations B0 ⇢ B.
The inequality h

1

(n)  g(n) is a consequence of the following.

Lemma 3. For every non-crossing arrangement A there exists a weak map ' : A ! B where B
is an orientable arrangement.

The dual arrangement A⇤ induces a cell complex C(A), homeomorphic to S1 ⇥ [0, 1]. The weak
map ' will be defined in terms of elementary operations on C(A). Since every triple of A is
convexly independent, there are two types of triples to consider: The orientable and the non-

orientable ones. The dual of a non-orientable triple T is characterized by one of its support
curves occurring two distinct times on the upper envelope of T ⇤. In C(T ) this corresponds to a
pair of disjoint triangular cells whose top edges are both contained in the same support curve
(see Figure 2). Notice that in the non-orientable case these are the only triangular cells, while
in the orientable case every cell is triangular.

Figure 2. Left: An orientable triple with its dual system below. Right: A non-orientable
triple with its dual system below.

A non-orientable triple T is related to an orientable one by an elementary operation called a
triangle flip, which is defined by “flipping” the orientation of one of the two triangular cells
of C(T ) (see Figure 3). Notice that a triangle flip defines a weak map from a non-orientable
triple to an orientable one.

Figure 3. Above: A non-orientable triple. Below: The orientable triple obtained after ap-
plying a triangle flip.

We deduce Lemma 3 from the following.

Lemma 4. If A is not orientable, then C(A) contains a triangular cell bounded by the support

curves of a non-orientable triple.

Proof of Lemma 3. If A is not orientable, Lemma 4 implies that we can apply a triangle flip
to C(A) obtaining a new cell complex C0. Clearly we may assume C0 is induced by a system
of smooth curves, which is therefore the dual system of an arrangement A0 (as in the proof of
Lemma 2). This induces a weak map '

0 : A ! A0. Since a triangle flip reduces the number of
non-orientable triples, Lemma 3 follows by induction. ⇤

5

Conjecture (Goodman-Pollack). f(n) = g(n).

It is an easy exercise to extend the proof of Tóth and Valtr to generalized configurations, so
therefore we also have g(n) 

�
2n�5

n�2

�
+ 1 for n � 7. Also, Szekeres and Peters [32] confirmed

that g(n) = f(n) = 2n�2 + 1 for all n  6.

1.3. Mutually disjoint convex bodies. In a di↵erent direction, initiated by Bisztriczky and
Fejes Tóth in [3], the Erdős-Szekeres theorem was generalized to arrangements of compact
convex sets in the plane (which we call bodies for brevity). An arrangement of bodies is convexly
independent if no member is contained in the convex hull of the others.

Theorem (Bisztriczky-Fejes Tóth). For any integer n � 3 there exists a minimal positive integer

h

0

(n) such that any arrangement of h

0

(n) mutually disjoint bodies in the Euclidean plane, where

each triple is convexly independent, contains an n-tuple which is convexly independent.

This reduces to the Erdős-Szekeres theorem when the bodies are points, but was somewhat more
complicated to establish in general. The added complexity is reflected in the original upper bound
h

0

(n)  tn(tn�1

(. . . t
1

(cn) . . . )), where tn is the n-th tower function. The upper bound was later
reduced to 16n/n by Pach and Tóth in [27]. By containment we have f(n)  h

0

(n).

Conjecture (Bisztriczky-Fejes Tóth). f(n) = h

0

(n).

The only known exact values are h

0

(4) = 5 and h

0

(5) = 9 which were established in [4].

1.4. Non-crossing convex bodies. In a subsequent paper [28] Pach and Tóth relaxed the
disjointness hypothesis, showing that an Erdős-Szekeres theorem also holds for arrangements of
non-crossing bodies, which means that A \B is connected for any pair of bodies A and B.

Theorem (Pach-Tóth). For any integer n � 3 there exists a minimal positive integer h

1

(n) such
that any arrangement of h

1

(n) non-crossing bodies in the Euclidean plane, where each triple is

convexly independent, contains an n-tuple which is convexly independent.

The original upper bound on h

1

(n) (a tower function) was improved to a doubly exponential
function in [23]. Recently Fox, Pach , Sudakov, and Suk [12] obtained the upper bound h

1

(n) 
2O(n2

logn). See also [5, 33] for related work.

The known bounds are summarized as follows.

2n�2 + 1  f(n)  g(n) 
�
2n�5

n�1

�
+ 1 (for n � 7)

f(n)  h

0

(n) 
�
2n�4

n�2

�
2

h

0

(n)  h

1

(n)  2O(n2

logn)

2n�2 + 1 = f(n) = g(n) (for n  6)

2n�2 + 1 = h

0

(n) (for n  5)

1.5. Our results. In this paper we make considerable improvements on h

0

(n) and h

1

(n) by
establishing the following.

Theorem 1. The Erdős-Szekeres problems for generalized configurations and for arrangements

of non-crossing bodies are equivalent. In other words, g(n) = h

1

(n).
2
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2n�2 + 1 = f(n) = h0(n) = h1(n) = g(n) , for n  6

The fact that h1(n) � g(n) follows from Proposition 1.1, while the reverse inequality is shown158

by elementary topological methods, similar to [28, 49]. We actually provide a general procedure159

for reducing combinatorial types of non-crossing arrangements to abstract order types, which160

can be applied to the multitude of Erdős-Szekeres-type results previously proven separately for161

point sets, then for arrangements of bodies. (See for instance [2, 40, 44, 45].)162

While the non-crossing condition is a natural (and important) assumption, Pach and Tóth163

conjectured that it could be further relaxed. However, they constructed an infinite family of164

segments in which every three members are convexly independent, but no four are, indicating165

that additional assumptions are needed. (See [42] for details.) Here we confirm the conjecture of166

Pach and Tóth [42].167

Theorem 1.4. For all integers n > k > 1, there exists a minimal positive integer hk(n) such that168

the following holds: Any arrangement of at least hk(n) bodies, where the boundaries intersect at169

most 2k times and every mk-tuple is convexly independent, contains an n-tuple which is convexly170

independent, where m2 = 4, and mk = 5 for all k � 3.171

Surprisingly, mk does not grow with k, and it follows from our proof that the given values of mk172

cannot be reduced. Informally speaking, Ramsey’s theorem guarantees that all su�ciently large173

arrangements of bodies must contain a relatively large sub-structure which is highly regular.174

We can give this a precise meaning in the language of combinatorial types and, by a detailed175

analysis, we will characterize a remarkable infinite class of strongly regular families of paths. As176

a result Theorem 1.4 will follow.177

1.5. Organization of the paper. In section 2 we give definitions, introduce notation and178

clarify some issues that were treated vaguely in this introduction.179

Section 3 consists of the results on realization spaces. The proof of contractibility will be given in180

subsection 3.1, while subsection 3.2 deals with realizing abstract order types by convex k-gons.181

Subsection 3.3 gives the universality construction.182

Section 4 focuses on the Erdős-Szekeres problems. A proof of Theorem 1.3 is given in subsection183

4.1, and subsection 4.2 is devoted to the proof of Theorem 1.4.184

Each section is concluded with remarks and open problems.185

2. Preliminaries and basic definitions186

Here we introduce the main notions and definitions to be used throughout this paper. The187

intention is to extend the order type of point sets to collections of compact convex sets. We refer188

to a compact convex subset of the Euclidean plane R2 as a body, and a finite collection of at189

least two bodies as an arrangement.190

2.1. Duality. For a body K, recall its support function hK : S1 ! R1 on the unit circle191

hK(✓) := max
p2K

h✓, pi
The dual of a body is the graph of its support function, called its support curve, drawn on192

the oriented cylinder S1 ⇥ R1, i.e.193

K⇤ := {(✓, hK(✓)) : ✓ 2 S1}
We use the term system when speaking of a finite collection of at least two support curves on194

S1 ⇥ R1. In this way, every arrangement A is associated with its dual system A⇤. Notice that195

A⇤ determines A.196
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In subsection 4.2.3 we introduce a signature especially designed for families in W3, which simul-1001

taneously encodes the swap sequence and the local sequences. Our characterization of G3 is in1002

terms of this signature and is given in Proposition 4.15.1003

Figure 18. Top: F 2 V
8

; Bottom: ⇢

8

(F) 2 W
3

4.2.3. Encoding W3. For F 2 W3 let the paths be labeled 1, 2, 3, from bottom to top. The1004

crossings of F are linearly ordered and we encode their ordering as a word � = �(F) on three1005

letters {x, y, z} as follows1006

(1, 2)-crossing 7! x , (1, 3)-crossing 7! y , (2, 3)-crossing 7! z

Let �x, �y, �z be the restrictions obtained by, respectively, deleting x, y, z from �. The local1007

sequence of path 1 is obtained from �x by the assignment y 7! 1 and z 7! 2. Similarly, the1008

local sequence of path 2 is obtained from �y by the assignment x 7! 1 and z 7! 3, and the local1009

sequence for path 3 from �z by the assignment x 7! 1 and y 7! 2. To get the swap sequence we1010

note that the first term of � is always x or z which tells us the initial term s1, and si = si+1 if1011

and only if the corresponding letters in � are equal. This also implies that the words on {x, y, z}1012

which arise from �(F) must satisfy the following parity conditions.1013

Observation 4.13. Let F 2 W3 and � = �(F). Suppose a, b, c 2 {x, y, z} where a 6= b. The1014

following hold.1015

For � = apb · · · we have a 2 {x, z} and b = y () p is odd.1016

For � = · · · abpc · · · we have a = c () p is even1017

Some further notions are needed to analyze �(F). We say that a sequence of positive integers1018

(s1, s2, . . . , sn) is a refinement of (t1, t2, . . . , tm) when there exist integers 0 = i0 < i1 < i2 <1019

· · · < im = n such that1020

tk =
X

ik�1

<iik

si

Given a word1021

! = am1bn1am2bn2 · · · or ! = bn1am1bn2am2 · · ·
on two letters {a, b}, we denote the exponent sequences of ! by1022

expa(!) = (m1,m2, . . . ) and expb(!) = (n1, n2, . . . )

Note that the number of parts of expa(!) and expb(!) di↵er by at most 1.1023

We say that ! is balanced if it can be split into substrings,1024

! = !1!2 · · ·!k

where each !i is a balanced block of the form (aribri) or (briari). The block sizes of ! is the1025

sequence (r1, r2, . . . , rk) and is denoted by h!i. (For instance, ! = a2b3a2b = (a2b2)(ba)(ab) is1026

balanced and h!i = (2, 1, 1), while the word a3b2ab2 is not balanced.)1027

For a word ! on three letters {x, y, z} let X(!), Y (!), and Z(!) denote the number of x’s, y’s1028

and z’s in !, respectively.1029


