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Abstract Categories with families (cwfs) is a theory which was introduced to be a categorical
model of dependently-typed A-calculus (LF). We first define both theories and discuss about
possible variations of the syntax and their consequences; we also see some related theories
and see why categories with families is a rather natural one in the sense that it captures
the essential constructions of A-calculus. Then we show that it is decidable to know whether
two dependently-typed A-terms are equal or not by giving an algorithm and the proof of its
termination. Finally we show that the theories of cwfs and LF are equivalent (i.e. the same
theorems hold in both theories, modulo interpretation) by giving two syntactic interpretations,
of one theory into the other one, which are proven to have some good soundness properties.
This proves that the equality is also decidable for cwfs.

1 Introduction to categories and categorical models

Formal systems are a convenient theoretical model to study programming languages and the notion
of calculus in general. The relations between a syntactic theory, its semantics and an appropriate
logic enable mathematical methods to be used for reasoning about those theories and understanding
how relevant and natural their constructions are.

The theory of categories (def. 2) provides an abstract framework to define a collection of math-
ematical objects along with structured relations between them. It is abstract in the sense that only
the essential properties of the concerned objects are taken in account and hardly no reference to the
object themselves is ever made. Moreover this theory has been shown to be suitable as a foundation
of mathematics (e.g. instead of set-theory). It is therefore important to give categorical models to
theories to try to understand the respective merits and defaults of fundamental theories of math-
ematics. The relation of category theory to logic was first established by Lawvere (around 1970).
The link between a type theory and an appropriate category is given by a categorical semantics,
i.e. an interpretation of the type theory in a category. As an example, this analogy establishes the
following correspondence between simply-typed A-calculus, cartesian-closed categories (cces) and
propositional logic (see [LS86]):

Typed A-calculus|Cartesian Closed Categories|Propositional Logic
Product types |Products Conjunction
Function spaces |Exponentiation Implication

Actually cartesian-closed categories have been proven (e.g. in [LS86], [Cur86] or [San87]) to be
equivalent to simply-typed A-calculus. This means that a judgment is valid in one theory iff its
interpretation (which basically makes a correspondence between product types and products, func-
tion space and exponentiation, etc.) is also valid: both theories are essentially the same in the sense
that, modulo interpretation, the same judgments are valid in both theories. Therefore anyone of the
two presentation can be chosen when dealing with A-calculus, it does not matter. And categorical
models have some very interesting properties.

When using A-calculus or proving theorems about it, the use of variables seem rather unnatural.
Usually we only want to talk about A-calculus modulo a-conversion' and often many lemmata have
to be proven only to handle problems related to this. De Bruijn indexes? partly solve this issue
but are not completely satisfactory (the S-reduction is a rather difficult to express for example).
Another point is the fact that the substitution is a meta-operation in A-calculus (it is not part of
the calculus). A-calculi with explicit substitutions were introduced for the substitution to be part of
the theory but some the rules involved in the definition of such calculi seem to be too complicated

b a-conversion means renaming of bound variables. For example, the A-term Azy.xt is a-convertible to

Ayz.yt but not to Azy.zu.

2 The idea of De Bruijn is to use natural numbers instead of variables. An index n is bound to the n-th
A-abstraction encountered when going up in the syntactic tree of the term. For example Ax.x would be
written A.0, Azy.xz would be written A.\.1, etc. Two A-terms are a-convertible iff they have the same De
Bruijn representation.



and improvable. Categorical models address those problems thanks to the use of combinators. In
those models, in cccs for examples, bindings are expressed without the need of variables nor De
Bruijn indexes which is very pleasant since variables do not seem to be part of the core A-calculus;
substitution is also expressed without being a higher order operation.

Categories with families were introduced by P. Dybjer in [Dyb96], with the aim of being a cat-
egorical model of dependently-typed A-calculus (which is an extension of simply-typed A-calculus).
In this paper, after having defined rigorously both theories, we are going to prove that they are
actually equivalent. We will also show that the equality in our dependently-typed A-calculus (LF) is
decidable and an important consequence of the equivalence between both theories is the fact that the
equality is also decidable in categories with families which is an important property for equational
theories because it can be the basis of numerous decidability theorems and even algorithms since
we actually give an algorithm to decide the equality.

The general approach is quite simple and we can see that the definitions of the theories that
are going to be proven to be equivalent look very much like one another. However, the proofs will
turn out to be rather technical and far from trivial when looking at them closely. We will see that
some details are very interesting because they are key points to understand what typed A-calculus
is essentially.

2 Definition of some related (or not) theories

2.1 Generalized algebraic theories

We must first define formally the theories we are going to use (mainly categories with families
and a logical framework). But we need a framework to define rigorously those theories. Generalized
algebraic theories (that we shall abbreviate in gats and we should write Gat when referring to
the theory) provide such a framework. They were introduced by Cartmell in [Car86]. A detailed
presentation — somehow syntactically easier to read — can be found in [Pit95]. The definition given
here is slightly different on one point: the contexts are not required to be finite in the theory?®.

There are two main reasons which motivate the definition and the use of gats. First, it is im-
portant to have a formal definition of what is a definition of an equational theory*. Basically, in an
equational theory we want to have “types” (or sorts) which are constructed using function symbols
(sort constructors) and which can depend on a finite number of terms of a fixed type (the list of
those terms along with their type is the context where those terms are defined); we also want to
have terms which are constructed from term-valued function symbols (term constructors) which can
depend on terms of a given type just like types; the last thing we want to be able to express in our
theory is equations between terms and equations between types (that is why the theories defined in
Gat are said to be equational). The collection of rules to construct types and terms as well as the
equations between types of between terms are called the azioms.

For example, the theory of natural number with addition can be defined using the following
axioms:

— “natural numbers” (Nat) is a sort
o= Nat

(the symbol ¢ stands for the empty context, the sort Nat does not need to depend on any term;
the = symbol is here to separate the hypothesis and the conclusion)
— zero is a natural number
oF O: Nat

3 The finiteness condition on contexts seemed to us rather unnatural, unnecessary and would complicate
the definition of cwfs to keep the equivalence between Gat and Cwf. However, we did not have time to
check in details that this does not introduce complications or inconsistencies.

4 Even though there are foundational problems which obviously arise: in what formal system shall we define
Gat itself? We will show that cwfs provide a nice answer to this question: we can define the theory Cwf
which equivalent to Gat inside Gat.



— if n is a natural number, so is its successor
n:NatkS(n): Nat
— if n and m are natural numbers, so is their sum
n : Nat,m : Nat - Add (n,m) : Nat
— finally, we want to express the equalities which really define the addition

n: Nat+ Add (O,n) =0
n : Nat,m : Nat - Add (S (n) ,m) = Add (n,S (m))

The rules for derivating theorems in Gat are show in figure 1. These are here to ensure that gats
behave quite naturally®. In particular, we want our equality to behave like real equality.

— It must be reflexive, symmetric and transitive (which is expressed by the rules (Ty-EQ-REFL),
(TY-EQ-SYM), (TY-EQ-TRANS) and the corresponding rules for equalities between terms).

— Type and term constructors, as well as equalities must be compatible with substitution. This is
expressed by rules related to substitution. For example, we want to be able to derive ¢ - S (0) :
Nat (1 is a natural number) which can be done by substituting O to n in our second axiom, or
we want to be able to be able to derive ¢ - Add (O, 0) = O which can be done by substituting
O to n in the first equality axiom.

— If two terms (or types) are contstructed by the same function symbols with equal arguments,
we want the two terms (or types) to be equal. This is expressed by the rules for axioms.

Context morphisms have been introduced to be able to express substitution (in fact a morphism
corresponds to a finite number of successive substitutions) in a type-safe manner.

Definition 1 (Generalized algebraic theory (gat)). A context is a list of (variable, type)-pairs
defined inductively by:

— the empty context, written o, is a context;
— if I' is a context, A is a type such that FV (A) C DV (I') and z is a variable which is not in
DV (I'), then I'z : A is a context.

In the previous definition FV (A) represents the set of variables free in A and DV (I') represents
the set of variables free in I'. Those are defined as usual (e.g. see def. 10).
A generalized algebraic theory (gat) is collection of meta-constants (the type- and term-constructors):

— the n-ary type-valued function symbols: Term”™ — Sort;
— the n-ary term-valued function symbols: Term™ — Term;

for each natural number n, with
— for each function symbol S a judgment
I's = S(7)

called the introductory axiom of s (@ is of course supposed to have the same arity as s);
— for each term-valued function symbol F a judgment

FF}—F(?)ZAF

called the introductory axiom of F' (¥ is supposed to have the same arity as F);
— a collection of judgments of the form I' = A = A’ called the type-equality axioms;
— a collection of judgments of the form I' = M = M’ : A called the term-equality axioms.



Contexts

A z¢DV(I)

—(C-E C-E
<>|—( MP) Iz: Ak ( XT)
r=r" rorA=A[Z/7]
(C-EmP-EQ) — (C-Conv)
o=90 Ne:A=I"z : A
Types
I'FA I'rA=8B I'rA=B I'=B=C
———(TY-EQ-REFL) ——— (TY-EQ-SYM) (TY-EQ-TRANS)
I'FA=A I'FB=A I'FA=C
v:A—T FI—A( S)fy:'y/:A—>F FI—A:B(T S-Conv)
v- Y-S-CoNv
AR A[’y/?] AR A[y/?] = A [7//?]
Terms
zx:AAF (Var)
AR
Nx: A AFz: A
I'EM:A (TALEQR )F#M:N:A(T Eo.S )FFM:N:A FFN:P:A(T FQ-TrANS)
———(TM-EQ-REFL) ————  (TM-EQ-SyM M-EQ-TRAN
I'-M=M:A @ I'EN=M:A @ I'FM=P:A @
I'FM:A I'rA=B I'rM=N:A I'-rA=8B
(TM-Conv) (TM-EQ-ConNv)
I'-M:B I'FM=N:B
v:A—=T FI—M:A(T S) y=6:A—=T F}—M:N:A(T SC )
M- M-S-CONV
AFMp/@]: Aly/7] AFMp/Z]=N[5/7]: Aly/7]
Context morphisms
Ik tA—-T I'FA AFM: Ay
—— (M-EwmpP) 7 - b/7] (M-EXT)
O:I'—>o (vyM)y: A—=Tz: A
I'+ y=0:A—-1T I'HA AFM=N:A[y/7]
(M-EMP-REFL) (M-Conv)

H(=0:1T—o (vyM)=(0,N):A—-Tz:A

Rules for axioms

_IsE (AX-TY-I) _ frEAr (Ax-Tn-I)

X-Tv- X- 1 M-
IstS8(Z) ek F(7): Ap

r'cA TI+B I'rM:A TFN:A

s P (AX-TY-EQ) (Ax-TM-EQ)
I'-A=B I'FM=N:A

Figure 1. Definition of gat



Given such a theory, the theorems are the judgments which are derivable using the rules shown
in figure 1.

The intended meaning of the judgments is

Judgment Meaning

I+ I' is a well-formed context

I'-A A is a well-formed type in the context I’

I'-M:A M is a well-formed term of type A in the context I
A=A In the context I', the types A and A’ are equal and well-formed
I'- M = M': Alln the context I', M and M’ are well-formed terms of type A

It is important to understand that Gat is a meta-theory in the sense that it is a framework for
defining some® equational theories by giving a finite number of axioms.

In the following, since it is easier to read, we will use the inference bar instead of the symbol
“” when writing axioms and the empty context will be simply denoted by nothing in hypothesis.
This inference bar must not be confused with the one used to define Gat. For example, for now on,
the axioms of natural numbers should be written

n : Nat n m : Nat

tc.
O:Nat S(n):Nat Add(m,m):Nat .

To distinguish between the equality in the equational theories and the equality used to define
things, the former will still be written = while the latter will be written = (i.e. a = b iff @ and b are
equal by definition).

2.2 Categories, cartesian closed categories

The notion of category is going to be used intensively (and not always explicitly) in the rest of this
paper. Unfortunately, we can only make a very short presentation of the category theory which is a
rather developed and complicated theory. The reader can find good introductions to category theory
in many books, in [Awo03] for example.

A category C is given by the following data:

— a collection of objects |Cl|;
— for each two objects A and B of C, a collection Hom (A, B) of arrows (or morphisms) between
A and B (if f € Hom (A, B) then A is called the domain of f and B its codomain and f might

be written A L B);

— for each morphisms f and g such that A EINREN C, there is a morphism g o f called the
composite of f and g;
— for each object A a morphism id4 from A to A called the identity morphism.

These are required to satisfy the following rules:

— associativity: ho (go f) = (hog)o f;
— unit: foidg = f =idp o f for all arrow f € Hom (A, B).

For example, we can define the category Grp of groups where objects are groups and arrows
are morphisms of groups (the composition and the identity are defined as usual and they satisfy the
required properties).

The definition is quite abstract. One of the goals of categories is to be able to talk about “things”
(the objects of the category) which have some structured relations between them (the morphisms)

5 Actually the “natural” behavior is motivated by more than intuitive wishes: it will turn out that Gat is
equivalent to Cwf and thus to dependently-typed A-calculus.
5 Of course, not every equational theory can be defined as a gat.



without having to explicitly refer to objects. This make category theory a very general theory — it
has even been shown to be suitable to be a foundational theory for mathematics. As we will see
later, the framework provided by category theory is much wider than usual morphisms between
structured sets: in particular, we can also define categories where morphisms are proof of a type
(a logic formula) having an other type in hypothesis. It is important to give categorical models to
theories in order to understand what are the essential properties of those theories and to be able to
show properties of those theories which do not depend on a particular definition of the theory, etc.
In the following, we might write z € C to mean that x is an object of C.

Definition 2 (Cartegory). The theory of categories is defined as a gat by the “category axioms”
of figure 2.

Our goal is to show that the categories with families (cwfs) is a notion that subsumes cartesian
closed categories: it is a categorical equivalent of A-calculus with dependent types (instead of A-
calculus with simple types). That’s why we first quickly present cartesian closed categories.

We won’t explain it in details since most of its constructions can be found in categories with
families (cwfs), in an extended version though, and we will explain those. The only constructions
which are not needed anymore in cwfs are pairing operations (A, (, ), 7 and #’ which are defined
by “product axioms” rules) and curyfying operations (* and e which are defined in “exponential
axioms” rules). This can be explained by the fact that objects in cwfs are not types but contexts and
thus there is no need to “encode” contexts into types. Details about this are provided in section 3.3.

Definition 3 (Cartesian closed category). A cartesian closed theory is a category with finite
products and exponentials. The formal definition is given in fig. 2.

Remark 1. We have relaxed the notations for the axioms of a gat: the function symbols do not
depend on all the terms they should (the remark 4 tries to discuss this point in details).

Remark 2. The application operator £ could have equivalently been defined as a constant of type
Hom ({(x = y A z,y)) instead of a “meta-operator” (a function symbol in Gat).

2.3 Categories with families

Some other theories which are closely related to categories with families (contextual categories and
categories with attributes) are presented in annex A.

Remember that some diagram was required to be a pullback in contextual categories and cwa.
This condition is rather unnatural in the sense that is very hard to express equationally. Categories
with families (Cwf) is a theory which is equivalent to the previously mentioned ones which was
introduced by P. Dybjer in [Dyb96] to deal with this problem. In this presentation, the pullback
diagram is a property which is deduced from the definition (cf. proposition 1) rather than imposed
by the definition and therefore Cwf can be defined in Gat which is very nice.

Definition 4 (Category of families of sets (Fam)). An object of the category Fam is a family
of sets (B(x))zea and a morphism with source (B(x))zca and target (B'(x))zecas is a pair consisting
of a function f: A— A’ and a family of functions g(x) : B(x) — B'(f(z)) indexed by x € A.

The notion of family fits well to dependent types and terms: intuitively a dependent type can
be modeled as a set which depends on its context; its is the same for the set of terms which depend
on a context. The definition of categories with families formalizes this. Some operators have to be
introduced to be able to access the terms which are in the context (¢ represents the last element of a
context and p the beginning of the context). Morphisms of contexts are also introduced to represent
substitution in contexts.

Definition 5 (Category with families (cwf)). A category with families consists of:



Category axioms

Sort symbols: Ob : Sort
zy:Ob
Hom(z,y) : Sort

zy z:0Db f : Hom(y, 2) g : Hom(z, y)
fog:Hom(z, z)
z:Ob
id; : Hom(z, x)

Operator symbols:

zyzt:Ob f : Hom(z, t) g : Hom(y, z) h : Hom(z,y)
(fog)oh= fo(goh): Hom(z,t)
z y: Ob f : Hom(z,y)
idy o f = f : Hom(x, y)
z y: Ob f : Hom(z,y)
foid, = f : Hom(z,y)

Equations:

Terminal object axioms

Operator symbols: 1:0b
z: Ob
O« : Hom(z, 1)

z,y: Ob [ : Hom(z,y)
Oyof=0y:Hom(y,1)

Equations:

idl = O1 : Hom(l, 1)
Product axioms

zy:Ob
zAy:Ob
zy z:0b f : Hom(z,y) g : Hom(z, 2)

(f,9) : Hom(z,y A z)

zy:Ob
e,y - Hom(z Ay, )

zy:Ob
7r'z7y : Hom(z Ay, )

Operator symbols:

zy z:0b f : Hom(z,y) g : Hom(z, 2)
Ty,z 0 (f,9) = f : Hom(z,y)
zy z:0b f : Hom(z, y) g : Hom(z, 2)
7y,- 0 (f,9) = g : Hom(z, 2)
zyzt:0Ob f : Hom(y, z) g : Hom(y, t) h : Hom(z, y)
(f,g)oh ={(foh,goh): Hom(z,z At)
zy: Ob
ideny = <7rac,y7 7T/Iy> : Hom(z Ay, x Ay)

Equations:

Exponentials axioms

zy:Ob
z=1y:0b
zy z:0b f :Hom(z Ay, 2)
f* i Hom(z,y = 2)
xzyz:0b f :Hom(z,y = z2) g : Hom(z,y)
e(f,g) : Hom(z, z)

Operator symbols:

zyzt:Ob f :Hom(y A z,t) g : Hom(z,y)

frog=(fo(gomsy, m;.))" : Hom(z,z = t)
zyzt:Ob f :Hom(y,z = t) g : Hom(y, z) h : Hom(z,y)

Equations:

e(f,g)oh=¢e(foh,goh):Hom(x,1)
zyz:0Db f:Hom(z Ay, 2) g : Hom(z, y)
(f",9) = f o (ide, g) : Hom(, )
xzy z:0b f :Hom(z,y = 2)

(5(f © Wz,yaﬂ—;c,y))* =f

Figure 2. Definition of cccs in gat



— A base category C whose objects are called contexts and whose morphisms are called substitu-
tions.

— A functor” (Type, Term) : C°? — Fam. We write Term (I') = (I' = A) acype(r), where I' € C
and call it the family of terms indexed by types in the context I'. Moreover, if v is a morphism
of C then the two components of Type (I') and Term (vy) interpret substitution in types and
terms respectively. We write A[y] for the application of the first component to a type A and a[y]
for the application of the second component to a term a.

— A terminal object © called the empty context.

— A context comprehension operation which to an object I' of C and a type A € Type (I') asso-
ciates:

e an object I A of C;

e a morphism ply : I A — I" of C (the first projection);

e aterm gl € (I A+ A[pk]) (the second projection).
The following universal property holds: for each object A in C, morphism v : A — I', and term
M € A& Aly, there is a unique morphism § = (y, M) : A — I', A such that p, o § = v and
¢4 [0] = a.

Formally, we can define the rule that must hold by defining cwfs in gat (see fig. 3).

Remark 3. The operators -, —, [ ], etc. are not the same as the on used in the definition of Gat
(fig. 1), we reuse those notations with different meanings (in fact, their meanings are closely related
but are not on the same “meta-level”).

Remark 4 (About the importance of the syntaz). To alleviate the notations, some type indications
where or will be omitted, as discussed in [Car86] (§10, Informal syntaz). Cartmell namely distin-
guishes between two types of what he calls “informal syntax” (i.e. a syntax where the operators do
not explicitly depend on all the elements of the context where they were defined in order to have
lighter notations):

— the omission of some formally necessary variables (e.g. writing App (M, IV) instead of Appry(4 gy (M, N));
— the overloading of operators (e.g. writing p instead of pk).

The justification of the dropping of those arguments is that they can be recovered from the context.
For example we can simply write p instead of pﬁ because if we know that a combinator pg has type
I'A — I then we know that it must be p# (we are able to recover I' and A from the context).
However there is no precise theorem which justifies that (Cartmell only gives a necessary condition
which is that the implicit parameters of a function symbol must occur implicitly in the context of
the introductory rule of the concerned symbol).

The rules given in fig. 3 are given in informal syntax. However, we might sometimes write
explicitly pg and qf; instead of p and ¢ for the sake of clarity. We believe that this syntax in
unambiguous (i.e. that implicit arguments can be recovered from the context) but this has yet to
be proven — or the proofs should be done more precisely with the formal syntax.

Moreover, since we are only human beings, we do not want to deal with loads of indexes and
want to keep our proofs a bit readable. Therefore we might omit the index from o, [ ] or even from
App. This is not correct from a theoretical point of view because some properties might be verified
in one presentation but not in the other one. We have only used it as a relatively short way to write
terms but the proofs have been checked using the syntax given in fig. 3.

Those considerations might not seem to to be so much interesting but actually this kind of
syntactic details matters. As we will see later, the proof of the equivalence between Cwfrr and
LF would have been much simpler with an untyped operator App. However we need this type

" A functor ¢ is a morphism between two categories C; and Ca which sends objects of C; to objects of
C; and morphisms of C; to morphisms of Cs such that if f is a morphism from A to B in C; then ¢(f)
is a morphism from p(A) to ¢(B) in Caz; moreover ¢ is required to be compatible with composition and
identity.



Rules for the category C

Sort symbols: Ctxt : Sort(C-I)
A T : Ctxt
— (M-I
A — I : Sort
O A TI': Ctxt vy:A—-T 6:0— A
Yyoad:0 =T
I : Ctxt
———(M-Ib)
id: I' =TI
I' A OV : Ctxt v:0 =V §:A— 06 0: I — A
(Yoo §)onl =~vog (6oab):I' =W
I' A: Ctxt y: I — A
: (M-Ip-L)
idoay=~y:T—- A
I A: Ctxt v:I' = A
yorid=vy:I"— A

(M-C)

Operator symbols:

(M-Assoc)

Equations:

(M-Ip-R)

Rules for the functor (Type, Term)

I': Ctxt
Sort symbols: ——(Tv-I)
Type (I') : Sort
I': Ctxt A : Type (I")
I'HA:Sort
AT : Ctxt A : Type (I) y:A—=T
APr : Type (4)
AT : Ctxt A : Type (I) M:I'FA vy A-T
MP)r: AF Apr
I' A ©: Ctxt A: Type (©) y:A— 6 0:I'—= A
Alyoadle = A[yle[0]a : Type (I)
I': Ctxt A:T r
- ype ( )(TY—S—ID)
Alid]r = A : Type (I
I' A ©: Ctxt A : Type (©) M:0FA 0: ' — A y:A— O

(Ty-ABS)

Operator symbols: (Tv-S)

(Tw™-S)

(Ty-S-C)

Equations:

(Tm-S-C)
M[yoadld =MMSEIAT : ' Alyoa dle
I': Ctxt A: Type (I) M:TI'tA
- (Twm-S-Ip)
M[dlr=M:I'+ A
Rules for the terminal object
O t bols: C-Emp
perator symbols o Ctxt( )
I : Ctxt
—— (M-EMmP)
O:I' >0
I' A: Ctxt y:I'—= A
Equations: (M-Emp-L)
Qoay=():T"—°
——  (M-EwmP-ID
id=():0o— <>( )
Rules for context comprehension
I : Ctxt A:T r
Operator symbols: x ype (1) (C-ExT)
I, A: Ctxt
I' A: Ctxt A:T A I'— A M:T'HA
x ype(4) v [v]a (M-Exr)
(M) : T — A, A
I : Ctxt A:T r
X ype (I) (M-E-L)
p:IA—T
I': Ctxt A:T r
X ype (I') (M-E-R)
q: F, At A[p]p
I' A: Ctxt A:T r ' — A M:T'A
Equations: * ype (1) 7 - bla (M-C-L)
pora{y,M)=~:T— A
I' A: Ctxt A:T r = A M:T'HA
x ype(I)  v:I'— []a (M-C-R)

al(y, M)aa =M : 't Aly]a
I' A ©: Ctxt vy:A—-T 0:I'— 6 A : Type (©) M:T'F A,
(6, M) op ~ = <50p 7,MM?M19> ‘A6
I': Ctxt A: Type (I')
id={(p,q): [LA—T,A

Figure 3. Definition of cwfs in gat

(M-EXT-S)

(M-ExT-ID)



information. The reason for that is that we want the term-model (i.e. the model of syntactic terms)
of the theory of CwfLg to be initial in the category of models® i.e. that for every model .# there
exists one and only one morphism (i.e. an interpretation which preserves the judgments) from the
term model .#Z to .. This is important because we want a property to be true in the term model
(in particular the decidability of the equality that we are going to prove) iff it is true in all models.
We did not have enough time to write this in details but the idea to prove that .#j is initial is that
we are going to need to interpret the term model .#; in a model .# and this will have to be done
recursively?. Moreover, terms will have to be interpreted with an interpretation which depends on
their type (and certainly also on the context). Therefore we will have to guess the types recursively.

For example, if we write [ ]]Z this interpretation, we will have

r

Appria,p) (M, N) = Apppa,p) ([M15" [N}
[[ ]] (

B{id,N)] 4

Clearly the “inferred” type information B[(id, N)] 4 is not enough to recover the types A and B.
That is why we need to have a typed application operator. As we will see later (§3.3), this will have
important consequences on the complexity of the proof.

The notion of category with families is more natural than the notion of category with attributes
(def. 30) because the pullback-condition does not need to be imposed; it is rather deduced from the
definition. This is why cwf can be simply defined in gat, contrarily to cwa and justifies the introduc-
tion of this theory: it seems to be a rather natural and elegant categorical model of dependent type
theory which can be represented inside itself (of course we cannot prove internally its consistency).
However this remains to be proven and this is precisely one of the goals of this paper to show the
equivalence between the two theories.

Proposition 1. With the notations of the definition 5, the diagram

A, Al

pﬁm l lpﬁ
I

A il

s a pullback.

The proof is given in annex, section A.3.

Proposition 2. Cwf can be defined as a gat.

Proof. The proof is sketched in [Dyb96]. a

We will now introduce the notion of weakening which will turn out later to be useful to “remove
useless informations from contexts” (that is why it is called weakening, because it is related to the
weakening rules of the logics).

Definition 6 (Weakening). If I and A are contexts, A an element of Type (I'), andv: A — T a
morphism, the context morphism p (v, A) : A, Aly] — I', A called the weakening of v by A is defined
by

p(v,A) = (yop,q)

8 The category of models of a theory is the category where the objects are the models of the theory and
morphisms are the functions between models which are compatible with the interpretations i.e. ¢ is a
morphism between two models .#; and .# iff for all term ¢ we have 75 (t) = ¢ (Z1 (t)) where Z; and Z
are the interpretations of the theory respectively in .#; and ..

9 There might be an other way to do that which would not require the combinators to be indexed by
uninferable types but we did not find an easy one.
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We define (fig. 7) a notion of cwf supporting II-types (product types, intended to be types of
functions). Some operators are introduced to be able to represent functions (in the A-calculus sense)
and their type in cwfs. For example, if, in a context I, A and B are both types then II (A, B)
(introduced by rule (Exp)) is the type of functions which, given an argument of type A return a
term of type B. Some constructions are also introduced for the terms, those should be quite natural
for anyone who is familiar with A-calculus. For example, if whenever we add a term of type A to the
context, M is a term of type B then A(M) can be seen as the function which, whenever given a term
of type A as argument returns the term M where the “hole” in M, introduced by the supposition
of a term of type A in the context when typing M, is filled with NV (this is expressed by rules (ABS)
and (II-C)). This is clearly closely related to the abstraction in A-calculus: if whenever we suppose
that x is a variable of type A, M is a term of type B then Ax.M is a term of type Iz : A.B and
can be seen as the function which, to each term N of type A, associates the term M [N/x]. From
this comparison, we can see that the categorical syntax (of cwfs) is more natural than the syntax of
A-calculus and actually — this is going to be proven in section 3.3 — the two theories are equivalent
(which means that, modulo interpretation, if a theorem holds in one theory then it holds in the other
one). In particular, there is no need of variables to express bindings which is convenient because
usually A-terms are considered modulo a-conversion (i.e. renaming of bound variables). Moreover,
substitution in cwfs is not a meta-operation like in A-calculus. Concerning this point, it is certainly
closer to A-calculi with explicit substitutions but we did not want to use those since they have been
much less studied than without. From this point of view the categorical syntax seems to be much
closer to the essence of the A-calculus. This is one of the main reasons why people try to define
categorical models (Cwf is one of them).

The rules (TI-S), (A-S) and (APP-S) are here to define inductively the application of a morphism
to syntactic terms build from the new operators (II, A and App). Finally, (II-n) is the categorical
formulation of the usual 7-conversion rule!’.

The formulation of some of the rules might seem surprisingly complicated. For example, why
did we not simply write Appry(4, p) (M,N) : I' b B in the conclusion of the rule (ApPP) (without
the substitution on B)? This is because we wanted those rules to be suitable for dependent types,
which are going to be introduced in the next definition.

Definition 7 (Cwfs supporting II-types). A cwf C supports Il-types if the derivations rules and
equations of the figure 7 hold.

To have dependent types, we add an operator which injects (modulo equality) terms into types:
for each term M, El M is a type and El M = ElI M’ iff M = M’. Thanks to this operator, types
can depend on terms. For example, we could imagine an extension of our typing system which has
natural numbers and where, for each n : Nat, List (n) is the type of lists of length n (the type List (n)
depends on the term n). This would be useful to define functions which are guaranteed to return lists
of same length as their argument for example (those functions would have type II (List (n) , List (n))).

Definition 8 (Cwfs supporting LFs). A cwf C supports LFs if it supports I-types and the
derivation rules of the figure 8 hold.
The theory of cwfs supporting LFs will be named CwiLg.

Remark 5 (Why Star). Of course the Star operator might seem useless here since the rule (STAR)
can only be used before a rule (ELEM). Both rules could have been merged into the rule

I': Ctxt
Elem (M) : Type (I")

However our presentation can be much more easily generalized (in the case we would want to
introduce a sort of natural integers in the theory for example).

10 Tn untyped A-calculus this equality would be simply written M = Az.Mx.
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I': Ctxt A:T r B:T I''A
Operator symbols: * ype (1) ype ( ) (Exp)
II(A, B) : Type (I')
I': Ctxt A: Type (I') B : Type (I, A) M:IAFB
M) : ' F1I(4, B)
I': Ctxt A : Type (I) B : Type (I, A) M :TI'+1I(A, B) N:TI'+A

Appri(a,p) (M, N) : I' = B[(id, N)|r,a

(ABS)

(App)

I' A: Ctxt A : Type (I') B : Type (I, A) y:A—=T

(4, B) 1l =11 (Allr, BI(y o p,a)l14) : Type (4)
I' A: Ctxt A: Type (I) M:I'FA y:A—=T
AM)]r =X (M[(y0p,0)].4) : Type (4)
I' A: Ctxt A : Type (I") B : Type (I, A) N:T'+A M :T'FII(A, B) y:A—=T
Appna,s) (M. N) bl = Apprgasy (M BIFY N 1) Ak B (0 N R
’ r
I : Ctxt A : Type (I) B : Type (I, A) N:THA M:FFH(A,B)(HC)
APPH(A,B) (A(M),N) = M [(id, N>] B(id, N)]FA
I : Ctxt A : Type (I") B : Type ( M : T'HT1I(A, B)

)
N(ragnann) (WS ) <ot T

Equations:

(IL-5)

(A-S)

(App-S)

Figure 4. Rules for Il-types in cwfs

I : Ctxt I : Ctxt M : I' + Star

Operat bols: ————————(STAR
perator symbols Star:Type(F)( ) Elem (M ) Type (I')

I A: Ctxt v A—

Star [y]» = Star : Type (A)
I' A: Ctxt A : Type (I) M:I'FA Star : Type (I) y:A—T

Elem (M) [y] = Elem (M [y]) : Type (4)

(ELEM)

Equations: (STAR S)

(ELEM-S)

Figure 5. Additional rules for cwfs supporting LF's
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2.4 Logical frameworks

We first present logical frameworks as defined in [CPT03] (we will use later theorems proven in this
paper). It is a A-calculus with dependent types without pairing (or currifying) operations since we
do not need them to encode context in types as previously mentioned. Most of the rules used to
define should seem quite natural to anyone who is already familiar with simply-typed A-calculus.
Those rules are direct extensions of the rules of simply-typed A-calculus to support dependent types.
Here “dependent” means that a type can depend on a term. This is possible thank to the operator
El which “injects” terms into types (for each term M, there is a corresponding type El M). In a
more elaborated type system with natural numbers (Nat) we could imagine to define, for all natural
number n, the type List (n) of lists of length n by the rules

I': Ctxt n : Nat
List (n) : Type (I)
I": Ctxt I': Ctxt n : Nat l: Ik List(n) A : Type (I') M:T'FA
[]: '+ List (O) l:M:TIF List(S(n))

The type List (n) depends on the term n. This kind of types are present in proof checkers such as
COQ and turn out to be very useful and convenient to manipulate.

Definition 9 (Logical framewok (LF)). A logical framework is defined by three classes

—terms : M\N == x | XM | Apppg.ap(M,N);
— types : A)B == x | EIM | Iz:A.B;
— contexts : I' == o | Ix:A;

which are such that the inference rules of fig. 6 hold.
Remark 6. App, m and 7' could have equivalently been defined as constants of the language.

Remark 7. In the following we might write MN for Appr,.a.g (M, N) to have lighter notations.
However it is important to understand that the type index of the application is theoretically necessary
to have the equivalence with Cwipy (cf. remark /), it is just an informal and concise way of writing
the application.

Remark 8. The rules of defining LFs (fig. 6) are very similar to the rules defining gats (fig. 1). And
actually, we will see later that the theory LF is equivalent to the theory Gat.

Definition 10 (Free, defined variables). The set of variables FV (M) free in a term M is defined
inductively by

FV (z) = {z}
FV(Az.M)=FV (M) \ {z}
FV (Appr,.a.5 (M, N)) =FV(M)UFV(N)

FV((M,N))=FV(M)UFV (N)
The set of variables DV (I') defined in a context is defined inductively by

DV (xz: A) = {xz}
DV (I,z:A) =DV (') U{z}

We will now prove some lemmata which show that “everything is going on well” i.e. that the rules
are natural in the sense that they are compatible with most operations among which substitution
and reduction. Those are going to be used later to show that the equality is decidable in LFs. The
proofs of most of those lemmata are given in annex, in section B.1. They are mostly inductions on
the derivation of the hypothesis.
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Contexts

I'tA  2¢DV(D)

—(C-EwmpP) (C-EXT)
ok Ix: Ak
Types
I+ I'tM:*
——(STAR) ———— (ELEM)
I'Fx IF'FEIM
Iz: AR B
—— (Exp)
I'+Tlz: AB
Type equalities
A I'-A=8B I'-A=B Ir-B=C
——(TY-EQ-REFL) ——— (TY-EQ-SYM) (TY-EQ-TRANS)
Ir'-A=A r-B=A4 r-A=cC
I'-M=N:x%
———  (EL-EQ-C)
I'-EIM =EIN
I'tllz:AB TI'A=A" TILz:A-B=B
Y (H_EQ'C)
I'FMz: AB=Ilz: A".B
Terms
z:AAF I'-M:A I'A=B
(VAR) (TM-Conv)
Nx: A AFz: A r-M:B
Ix:A-M:B I'-M:Ilx: A.B I'-N:A
(ABs) (AppP)
I'tXe.M:1lz: A.B I'+ Apprg.a g (M,N) : B[N/z]
Term equalities
Ir-M:A rr-M=M:A r-M=M:A re-M=M":A4A
——— (TM-EQ-REFL) ——————(TM-EQ-SYM) - (TM-EQ-TRANS)
I'-M=M:A I'-M =M:A '-rM=M":A
I'M=N:A T+A=B I'-Appys(M,N):B T'FA=A
(TM-EQ-CoNvV) (ApP-EQ-CoONV)
I'-M=N:B I'+App, (M,N)= App,, (M,N): B
I'-XeM:1lz: A.B z:A-M=M:B I'-M:1lz: AB F'-N=N:A

(II-I-EQ)

; ; (ArpP-EQ)
I'tEXe.M=MXe.M :Tlx: A.B I't Apprgap (M,N) = App,.ap (M,N') : B[N/x]
I'-MXe.M:1lx: A.B I'-N:A
I't Apprg.a.p (A2.M), N) = M[N/z] : B[N/x]

I'-M:Ilz: A.B
(IL-n)

I'M = Xe.Appyya s (M,z) : Iz : A.B

(I-C)

Figure 6. Typing rules in LF
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Types

I'-M:A
T [M/z] = » OTARS)
Ix:AFM: % I'-N:A (FL-S)
'+ (El M)[N/x] =El (M [N/z])
Nz:AFlly:BC T['+FM:A z¢DV(M)
I'-(Ily : B.C)=1ly : (B[M/z]).(C[M/x])

(11-9)

Terms

I'txz: A I'-M:A Ix:Ary:B Ir-M:A y#x
(VAR-S)
''txz[M/z]=M: A I'-y[M/z]=vy: B[M/x]
I'y:BF X x.M I'-N:B ngV(M)(ABS-S)
I' (Az.M)[N/y] = Ax. (M [N/y])
I''y: BF Appr,.cp (M,N): A I'-P:B
I'+ (Apprg.c.p (M, N)) [P/y] = APPrig.crpy).p1p/y (M [P/y]), (N [P/y]))

(VAR-S)

(App-S)

Figure 7. Rules for substitutions in LF

Lemma 1 (Well-formedness). Let I' =z : Ay,...,z, : A, be a context, A and B two types and
M a term. We shall write [I']; = x1 : A1, ...,x; : A;. The following rules hold

1. if I' = is derivable then for all i such that 1 < i <mn, z; DV ([I'];-1), FV (4;) C DV ([I'];-1)
and [I';—1 &+ A; appears in the derivation;

2. if I' = J s derivable then FV (J) C DV (I') and I' & appears in the derivation, where J is
either a type, a typed term, an equality between types or a typed equality between terms.

Lemma 2. The following rules hold

1. if ' A = B is derivable then I' - A and I' = B are derivable;
2. if ' M = N : A is derivable then I' = M : A and I' = N : A derivable.

“wo»

Definition 11 (Concatenation of two contexts). The concatenation (written “7”) of a context
and a variable-type couple can be extended to the concatenation of two contexts (that we shall write

[

“7 7 here for clarity but that we will write 7 in the remaining of the paper) by

' o=TI
I; (Az:A)=(T74),z:A

Definition 12 (Substitution on contexts). The substitution can be extended on contexts by

o[M/z] =0
(x:A)[M/x]=T
(Dy: A)[M/zx] =T [M/x],y: A[M/x]

Lemma 3 (Weakening). If x € DV (I')UDV (A) and I' + C then

1. if I'V A is a context then I'yx : C, A is a context;
2. if AR Athen Iz :C,AF A;

3. if A A=Bthenx:C, A+ A= B;

4. if CAEM: Athen Iz : C;AF M @ A;

S5 if AFM=N:Athenx:C,A+-M =N : A.

Lemma 4. The following rule holds

I'EM:IIz: AB I'FN=N:A
I'+ AppHm:A.B (Mv N) = Apsz:A.B (M7 N/) : B [N/l’}
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Lemma 5. If Iz : A)A+xz: B then ' A= B.
Lemma 6 (Soundness of the substitution). If I' - N : B is derivable then

if Ix : B, A is a context then I, A[N/x] is a context;

if [x: B,AF A is derivable then I'y A[N/x] - A[N/xz] is derivable;

if [x: B,AF A= A’ is derivable then I A[N/x]| - A[N/x] = A" [N/z] is derivable;

if [x: B,AF M : A is derivable then I') A[N/x] = M [N/z] : A[N/z] is derivable;

if e : BBAF M = M’ : A is derivable then Iy A[N/x] - M [N/x] = M’ [N/x] : A[N/x] is
derivable.

SARSINCI S

Definition 13 (f-reduction). The (-reduction relation, written —g is defined inductively on
terms by

M —g M
-RED-A -RED-ABS-C
Ow M) N M [N FREDAPR) S S P RED-ABS-C)
M —p3 M’ N —3 N’
TN o B-RED-APP-C-L) - e (3-RED-APP-C-R)
—s M'N MN = MN

The transitive closure of —g will be written LN

The (-convertibility relation, written ﬁ, is the reflexive-, transitive- and symmetric-closure of
B

— i€
1. (B-BEq-RerL): M 2 M;
2. (B-EQEXT-R): if M 2 N and N —3 N’ then M £ N';
3. (B-EQ-EXT-L): if M2 N and Ny — N’ then M £ N'.
Lemma 7. The relation s is an equivalence relation.
Lemma 8. The substitution preserves 3-convertibility:
1. if M2 M then M[N/2) £ M [N/2);
2. if NZ N then M [N/z] £ M [N'/a).
Lemma 9 (Subject reduction). If ' M : A and M —3 M’ then ' - M =M’ : A.

Lemma 10. If ' M : A and M 2 M’ then '+ M = M’ : A.

Lemma 11 (Soundness of a [(-convertible substitution). If I’ = N : B is derivable and
N Z N’ then

1. if e : BAF M = M’ : A is derivable then I’y A[N/x] - M [N/x] = M'[N'/x] : A[N/x] is
derivable.
2. if I'Nx: B,AF A= A’ is derivable then I A[N/xz] - A[N/x] = A" [N'/x] is derivable;

Theorem 1 (Church-Rosser). If M Z M then there ewists a term N such that M 2 N and
B
M = N.

Definition 14 (n-reduction). The n-reduction, written —,, is defined inductively on terms by

(n-RED): A\e. Mz —,, M;

— (n-RED-ABS-C): if M —,, M’ then A\x.M —, Az.M’;
(n-RED-APP-C-L): if M —, M’ then MN —, M'N;
— (n-RED-ApPP-C-R): if N —,, N’ then MN —, MN'.
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The n-equivalence is the reflexive-, symmetric-, transitive-closure of —, and is written =.

The Bn-equivalence is the composition of the equivalences L nd 2,

The following lemma is will not be used in following proofs but is helpful to understand that the
equality in the theory is basically the same notion that the untyped Bn-equality. However we have
chosen to use a A-calculus with a typed equality because this way of presenting the theory seemed
to be more natural and extensible. Moreover, typed equality is quite convenient and natural to use.
For example!! we have

2=4:(Z mod 4)

but
2447

Lemma 12. [f - M : A, then I M = M’ : A iff M2 M.

3 Decidability of equality in Cwf

3.1 Decidability of the equality in LF

In this section, we are going to prove that the equality is decidable in LF. More precisely, we are
going to show that there exists an algorithm which, given two terms M and N and the proofs of
their common type in an environment I" (i.e. the proofs of '+ M : A and I' - N : A), will answer
in a finite time whether the judgment I' = M = N : A is derivable or not.

Deciding the equality of two terms is considered to be an important property of theories because
it is a fundamental result to have decidability results — and those results can be effective (i.e. have
algorithms) since we explicitly give an algorithm to decide the equality.

Moreover, this result is not self-evident. As shown in lemma 12, the equality is basically the 3n-
equivalence on typable terms, and the fact that it is only on typable terms is crucial. If we consider
the fn-equivalence on untyped A-terms then this equality is not decidable anymore. Here is a sketch
of the proof. A-calculus has been shown to be Turing-complete and two A-terms are extensionally
equal iff they are frn-convertible; thus, deciding Bn-convertibility would be the same as deciding
extensional equality which is undecidable by reduction to the halt problem.

The proof we are going to make is a generalization of the proof given in [Fau02]| for the non-
dependent case (the simply-typed A-calculus). We are also going to use some results of [CPT03].
Our result is also a generalization of their because they show the decidability of the equality only
for a particular model of the dependently-typed A-calculus: the per-model (see definition 20).

The structure of the proof is the following. First we are going to define a particular n-expansion
based on a type A which is called the incarnation and is written 774. It has been shown in [CPTO03]
that if = M : A is derivable in LF then n4(M) is normalizable and therefore, if H N : A is also

derivable in LF the relation 14 (M) g n4(N) is decidable (by theorem 1 it is sufficient to check if
they reduce to the same normal form). Then, we are going to prove that - M = N : A holds in LF

iff na(M) g 14 (), which implies the decidability of the equality in LF. Only a little more work is
needed to show that we can also decide judgments with a context (of the form I' M = N : A).

The proofs of most of the properties given here can be found in annex, in section B.2. They are
mostly inductions on the structure of the derivation of the hypothesis.

Let’s first define environments. These are functions which can be seen as a functional and untyped
equivalent of context morphisms in LF in the sense that they also associate terms to variables.
Actually, for each context I', we will be able to define a special environment pr which will turn
out to be helpful to get rid of contexts when deciding equality by replacing each variable by its
incarnation based on its type in the context.

' Of course this cannot be expressed in our type system (we do not have integers for example) but could
be in an extension of it.
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Definition 15 (Environment). An environment p is a function which to each LF-variable as-
sociates an LF-term. The identity environment ideny is such that for all variable z, ideny(z) = x.
Given an environment p and a (variable, term)-couple, we can define the update of p by

M ify==x
ply) else

(p,x +— M) (y)Z{

We will write M [p] (resp. Al[p]) the simultaneous (for all variables x) substitution of p(x) for
all free occurrence of x in M (resp. A). The composition of environments is defined by py o pa(z) =
p1(z) [p2)- Therefore we have M [py o ps] = (M [pn]) [pa].

Lemma 13. If M 2 N then M [p] £ N [p)].

We will now introduce the concept of incarnation which was first defined by J.-Y. Girard. The
version we use here is a more syntactic definition proposed by T. Coquand in [CPTO03]. It is a
syntactic transformation of a term w.r.t. a given type, such that the new term is built according
to the considered type i.e. we forget about the information which is not related to the type and
focus on the part of the term that gives information related to the type. It might not be very clear
here since we work with a really minimal A-calculus (in particular we do not have a unit element
or paring) but it is really the idea behind this definition. This incarnation will pre-n-expand terms
according to their type in such manner that to check if two terms of same type are equal we will only
need to check if their incarnations are B-convertible (instead of Bn-convertible, since by lemma 12
the equality of the theory is the same as the (n-convertibility).

Definition 16 (Incarnation). The incarnation n4(M) of a term M w.r.t. the type A is defined
inductively on A by:

— (M) =M;

— e N(M) = M;

= Mz:a.B(M) = A20B(y4(2) /2) (APPrga.B (M, 14 (2))) with z not free in B.

The incarnation npr(p) of an environment p w.r.t the context I' is defined inductively on I" by:

= ne(p) = p;
= Nraalp) = (nr(p), & = Napme) (pz)).

We will write pr for nr(ideny). The second rule gives immediately the recursive definition

Prixz:A = <PF7$ = nA[pF] (l‘)>

Remark 9. Of course we have ngy, (z)/21(M) = np(M) since substitution on types only replaces vari-
ables in types of the form El N and the incarnation ng n does not depend on N. Thus, incarnation of
II-types could have equivalently and more simply been defined by . 4. 58(M) = Az (M na (2))
(without the substitution on B). However this definition is more natural in the sense that it should
be more scalable, i.e. it should suit better if we wanted to extend this notion to a more complex
type theory.

The incarnation on contexts was defined in order to “get rid” of the context. In fact the equiva-
lence we are going to prove is

FFM=N:A it na(M)[pr] £ na(N) [or]

The incarnation pp of the context I" is here to close the terms by substituting to the free variables
in M and N their incarnation w.r.t their type in the context of their value in the context since we
want the resulting terms to be g-convertible and not only Bn-convertible.

We will now prove some technical lemmata which are of small interest in themselves but are
going to be helpful in the following proofs. In particular, since most proofs are inductions (on the
derivation of a judgment in hypothesis), we will need recursive definitions for some of the previously
defined notions (the application of an environment and the incarnation of a context).
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Lemma 14. The following rules hold, giving us a recursive definition of the application of an en-
vironment to a term.

Ifx ¢ EV(J) then J [(p,x — M)] = T [pl;
(Iz : A.B) [p] = Lz : (Alp]) . (B [{p, 2 — 2)]);
(Az.M) [p] = Az (M [(p, x — x)]);

(MN) [p] = (M [p]) (N [p));
04 (M) [p] £ nagz) (M [p]).

Lemma 15. FV (n4 (M)) =FV (M).

AN

Proof. By induction on A. a

Lemma 16 (Recursive definition of [pr]). If I',x : A is a context then

M [pra.al = M [{pr,z = nap) (2))] = M [na ()] [or]
Proof. By induction on the length of I'. ad

Remember that we want to relate equality in the LF-theory and S-conversion of incarnation of
terms. Towards this goal we need some intermediate lemmata which relate both equalities.

Lemma 17. If M Z N then na(M) g na(N).

Proof. By induction on A. a

Lemma 18. If I'F A = B then na(M) 2 np(M).

Proof. By induction on the derivation of I' - A = B. a

We now want to prove that if ' - M = N : A then na(M) [pr] z 14a(N) [pr] which is one of
the two implications of the goal equivalence. The first idea is of course to prove that by induction
on the derivation of I' = M = N : A. However this cannot be done since we would not be able
to use the induction hypothesis when dealing with the rule (App-EQ). This is due to the fact that
the definition of the incarnation of an application is not recursive: we do not have gy (MN) =
Niiz:A.8(M)ns(N) but rather npn/o(MN) = (e.a.3 (M)) N. Actually the proof turned out to
be much more complicated than we thought it would be.

We have to interpret LF in a particular model, the model of partial equivalence relations; the
equality in this model has been proven in [CPT03] to imply the result we want (the validity of the

interpretation of the judgment I' H M = N : A in this model implies na (M) [pr] 2 na(N) [pr]).
It would be interesting — but would require much more work and time than we actually had — to
understand what really is the cause of the impossibility to make a purely syntactic proof, which
would be more satisfactory since the result we want is purely syntactic.

Write O the set of objects i.e. syntactic terms of the form

M,N == =z | XM | Apppgap(M,N)

Partial equivalence relations are going to be defined in order to have a model of type theory.
They are based on the intuitive idea that we can prove that M = M : A iff the type A is inhabited
(else this equation is quite meaningless).
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Definition 17 (per). A partial equivalence relation (per) on a set ® is a binary relation A on D
which is symmetric and transitive.

We may write uy = uz : A for A(ur,uz) and v : A for u = u: A. Write [A] for the set of all
u € ® such that u : A and per (D) for the set of all pers on ®. If A € per (D) then Fam (A) is
the set of all functions F : [A] — per (D) such that F(uy) = F(ug) (where = is the extensional
equality'? ) whenever u; = ug : A.

If A € per (O) and F € Fam (A) we can form II(A,F) € per (O) defined by w1 = ws : (A, F)
iff up = ug : A implies wiug = woug @ F(uy).

Definition 18 (Neutral terms). A term is neutral iff it is (weakly) normalizable and of the form
v u= xz | vM
Definition 19 (Saturation). A relation A € per (O) is saturated iff

— v : A for every neutral v;
— if u: A then u is normalizable;

— ifup = ug : A then uq gug.

Definition 20 (Per-interpretation). A per-interpretation (in a per-model) of types is constituted

of

— an interpretation * € per (O) of x;
— a family € € Fam (%) such that for all M : %, the interpretation El M = E(M) is saturated.

The interpretation of Uz : A.B is Uz : A.B = (A, M — B[M/z]).
The intentional equality is defined by the rules of figure 8. It is intentional in the sense that

M=N:%
(STAR-EQ-C) ————
* = % El M ~2EIN

A = Ay

MHBl(M)EFam(E) MHBQ(M)GFam(TQ) M1:M21A71:>31(M1)%B2(M2)
Iz : A1.B1 2 1lz : A2.B>

(EL-EQ-C)

(II-EQ-C)
Figure 8. Rules of intentional equality

A = B (extensionally) does not imply A= B.
We will sometime write M : A for M = M : A and writing A will always imply A = A.

Belonging to the interpretation of a II-type can be defined inductively:
Lemma 19. If N=N': A= M[N/z] = M'[N'/x] : B[N/z] then \o.M = \z.M' : Tlx : A.B.
Proof. By definition of Iz : A.B. ad

In this model we are able to define a typed equality between environments. This equality is the
counterpart in per-models of typed equality between morphisms of LF or of Cwfyp.

2 Two functions f and g with a common domain 2 are said to be extensionally equal iff Vo € 2, f(z) = g(x).
The same definition holds for typed A-terms: two A-terms M and M’ of type Ilz : A.B in a context I" are
extensionally equal iff the rule

I'EN:A

I'FMN = M'N : B[N/a]

holds.
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Definition 21 (Judgements in per-models). The judgments p1 = pa : I' (which means that the
two environments p1 and pz are equal in the context I'), I' : Ctxt (T is a valid context), A1 = As[I]
(the two types A1 and As are equal in the context I') and My = My : A[I'] (the two terms My and
My of type A are equal in the context I') are defined by induction by the rules of the figure 9.

We might write A[I'] for A= A[I'] and M : A[I'] for M = M : A[I'].

Rules for environments

pr=p2: 1" Alp]=Alp]  prx = pax: Afpi]

——  (ENnv-C-EwmP) (Env-C-EXT)
p1L=p2:0 pr=p2:Lx: A
Rules for contexts
DV (I Al
—— (C-EmP) il ) _[[ H(C—EXT)
o Ctxt Iz : A: Ctxt
Rules for equalities
I': Ctxt Vo1, p2, =p2: "= A >~ A
X p1,p2, P1 = p2 1[p1] 2 [p2] (Ty-Fa)
A1 = A1
Alr Vp1,p2, pr=p2: T = M - M. ‘A
17 p1,p2, P1 = p2 1[p1] 2 [p2] + Alp1] (Trn-Fo)

M1:M22A[[F]]

Figure 9. Rules for per-models

With those definitions, some derivation rules which are really similar to the derivations in LF
can be proven to be valid. These will help to show that this model is compatible with the judgments
in LF.

Lemma 20. The rules of the figure 10 have been proven to hold in per-models in [CPT03].

Lemma 21. The relations = and = (on environments in a context, on types in a context and on
typed terms in a context) are equivalence relation.

Proof. By induction on the structure of the derivations. O

Lemma 22. Ifp=p': I andy & I then for any M, p={p',y— M) : T.

Proof. By induction on the proof of p = p’: I'. a
We can now prove that the interpretation is compatible with the judgments in LF.

Lemma 23 (Interpretation of LF in a per-model). The following rules hold

— if I+ then I' : Ctxt;

— if ' A then A[I];

- lfFFAl :AQ then A1 :AQ[[F]],

— if '+ M : A then M : A[I'];
—ifFl—MlengtheanzMng[[F]];

Proof. By induction on the structure of the derivation of the hypothesis. a
Lemma 24. If I'F M = N : A then na(M) [pr] 2 n4(N) [pr].

Proof. Suppose that I' = M = N : A. Then by lemma 23 we have M = N : A[I'] and this has been
proven to imply na (M) [pr] £ na(N)[pr] in [CPTO03]. O
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Type formation and equalities

I : Ctxt S
i (STAR)

M:N*[[F]] EL-E C)AleQ[[F]] BlzBQ[[F,.TZAlﬂ(HE C)
El M =El N[[F]]( b Mz : Ay.By =1z : Ay.Bo[[I] e
Terms

I'z:A:Ctxt v
x:A[[F,x:A]]( AR)
M : B[I',x : A] A M : 1z : A.B[[] N:AHF]A
e T AL MN : B[N/z] [I] (Arr)

Type conversion

M=N:A[Il A=B[I]
M =N : B[I']

(TM-EQ-Conv)

Weakening

B = B[ I''e:A:Ctxt M =N:B[[] Iz:A:Ctxt
Bi1 = B[z : A] M =N :B[I,x : A]

Figure 10. Derivable rules in per-models

Lemma 25. If ' M : Athen ' M =na (M) : A.
Proof. By induction on A. a
Lemma 26. If ' M : Athen ' M = M [pr] : A.

Proof. By induction on the derivation of I" - M : A. a

Lemma 27. If’FM: A, I'+N: A and na(M) [pr] g17,4(N) [pr] then ' M = N : A.

Proof. Since by hypothesis we have I' = M : A, using lemmata 25 and 2 we also have I' b na(M) :
A and by lemmata 26 and 2 we have I" = na(M)[pr] : A. Similarly, we can show that I' +
na(N)[pr] : A. By hypothesis, we also have n (M) [pr] g Nna(N) [pr], which implies by lemma 10
that I' b na(M) [pr] = na(N)[pr] : A. Using lemmata 25, 26 and (TM-EQ-TRANS), we have
I'M=na(M)[pr] : Aand I' = N = na (N)[pr] : A. Finally, using (TM-EQ-TRANS) and
(TM-EQ-REFL), we can conclude that I' - M = N : A. O

Theorem 2. If 'FM: A, I'-N:Athen: ' M=N:Aiff na(M) [pr] 2 na(N) [pr].
Proof. This results directly from lemmata 24 and 27. a

Theorem 3. The equality is decidable in LF.

Proof. Tt has been shown in [CPTO03] that the relation na (M) [pr] g na(N)[pr] is decidable. Tt
comes from the fact that typable terms are normalizable. Thus to decide equality of two terms M
and N, it is enough to compute their normal forms by making successive g-reductions and check if
they are the same. We can show that two [-convertible normalizable terms have the same normal
form using theorem 1. a
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3.2 Definition of LF as a pseudo-gat

Let’s first introduce a slightly different definition of LF. This definition looks much more like a gat.
We do this in order to be able not to handle explicitly the rules implied by gat (the type conversion
rules for example).

Definition 22 (Equivalent definition of LF). LF can be equivalently defined as a pseudo-gat
i.e. the theory defined by the rules (and the notations) of the figure 11 and where additionally the
“meta”-rules implied by Gat (fig. 1) are required to hold — in fact, those rules are the rules of fig. 6
under sections “type equalities” and “term equalities” excepting (II-C) and (1I-n) and the rule of
lemma 4. We also have slightly changed the notations to make it look much more like the definition
of Gat (fig. 1) in order for the equivalence between the two systems to be visually clearer.

This theory will be written LFgat in the proof of the equivalence of the two definitions but LF
after that (this is motivated by the equivalence).

We do not mention it explicitly but x is supposed to be fresh (i.e. not in the variables defined in
the preceding context T").

Remark 10. The theory defined in fig. 11 is not a proper gat since we use the substitution in those
rules and substitution is a higher-order operation (that is why we have called it a pseudo-gat). To
be defined in gat, LF should be defined with explicit substitutions and De Bruijn indexes. However
we did not want to use explicit substitutions even though a A-calculus with explicit substitutions
would be more like CwfLr (which would have lead to a simpler proof of equivalence) because the
A-calculus with explicit substitutions has been less studied than the usual A-calculus.

Definition 23 (Substution on contexts). Substitution can naturally be extended on contexts by

o[M/z] =0
(Hx:A)[M/x]=T
(Ny:A)[M/z)=T[M/z],y: A[M/x]

Lemma 28 (Soundess of application of context morphisms). The following rules are deriv-
able

I': Ctxt
A : Type (I') x:I'HA M:T'HA I'z: A A: Ctxt B : Type (I z: A A)
B[M/x]: Type (I', A [M/x])
I": Ctxt A : Type (I')
r:I'HA M:T'HA Ix:A A: Ctxt B :Type (I z: A A) N:Tv: A A+ B
N[M/z): [ A[M/x]+ B[M/z]

Definition 24 (Context morphism). A context morphism v is a list of variable-term couples.
Morphisms of LEF and associated operators are defined by the rules of figure 12.

3.3 Equivalence between LF and Cwfyg

In this section, we show the equivalence between LF and CwfLg.

The elaboration of the proof of the equivalence of the two theories was one of the hardest points
we have faced. The first decision we had to make was to decide whether we would chose a semantic
or a syntactic approach.

Historically, the first proof of the equivalence between simply-typed A-calculus and cartesian-
closed categories (ccc) — proof of which this proof can be seen as an extension — was a semantic one
and is given in [LS86]. It proves the equivalence between the two theories by proving the equivalence
of the respective categories of models. More precisely, for each model of one theory an equivalent
model is given and the equivalence is proven by giving two reciprocal interpretations that are proven
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Sort symbols: _—
Ctxt : Sort

I': Ctxt
Type (I') : Sort
I': Ctxt A : Type (I)

'+ A: Sort
Contexts
(0] t bols: C-Emp
perator symbols T Ctxt( )
I': Ctxt A : Type (I
x ype ( )(C—EXT)
Iz A: Ctxt
Types
I : Ctxt
Operator symbols: —————(STAR)

Star : Type ()
I': Ctxt M : I' - Star
Elem (M) : Type (I")
I': Ctxt A : Type (I") B : Type (I,xz : A)
Iz : A.B: Type (I')

(ELEM)

(Exp)

Terms

I': Ctxt A: Type (I)
Operator symbols: (VAR)
x:(Lz: A A)
I': Ctxt A B : Type (I x:T'FA TEYy
z:([,y: BFA)
I': Ctxt A : Type (I') B : Type (Ix : A) M:F,w:A}—B(A )
B
.M :I'F1lz: A.B
I': Ctxt A : Type (I) B :Type(I,z:A) M:I'HIlz: AB N:T'HA
ApPrg.ap (M,N): I' = B[N/a]
. I : Ctxt A : Type (I) B : Type ([,z: A) M:TI'x: A+ B I' ' NFA
Equations: (I1-C)
Apprig.a.p (Az.M), N) = M [N/z] : I' = B [N/x]
I': Ctxt A : Type (I') B : Type(I,z: A) M:I'1lz: A.B

Az. (ApPryap (M,z))=M:I'F1lz: A.B

(VAR-EXT)

(App)

(I-n)

Figure 11. Definition of LF as a pseudo-gat
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I A: Ctxt

Sort symbols: -
A — I': Sort

I : Ctxt
O:I'—o
I' A: Ctxt vy:A—-T A : Type (I x:I'FA M:AF Al
(vyz—>M): A—-Tx: A
I': Ctxt
dr:I' =T
O AT :Ctxt vy:A—T 0:0— A
y0d:60 — A
I' A: Ctxt y:A—=T A : Type (I')
A[I']: Type (4)
I' A: Ctxt vy:A—T A : Type (I') M:T'+A
M[Q]: Ak ADQ]

Operator symbols:

Equations: I
4 (y=ido:0o—0

I" A: Ctxt v:A—T A : Type (I) z:I'HA M:AF Ay B : Type(I,z : A)
B(v,x — M)] = (B[M/z]) [7] : Type (4)
I : Ctxt A : Type (I)
Alidr] = A: Type (I")
I': Ctxt A : Type (I) M:T'FA
Mdr ] =M:T'FA

Figure 12. Rules for context morphisms in LF
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to respect some soundness properties (i.e. basically they are compatible with the morphisms of the
categories). This proof is rather complicated with many technical details: they have to introduce
polynomial A-calculi (which are A-calculi with extra term-variables added), their calculus has to
have a natural number object (i.e. “contain” N), etc. Some more technical details seem to be very
unnatural. The proof is a also quite difficult to follow because it involves many concepts of category
theory (for example the equivalence between the categories of models is defined using the notion of
natural transformation).

The proof we chose to do is a syntactic one which consists in giving two interpretations of one
theory to the other one. However these interpretations are purely syntactical (no reference is ever
made to a model). This is inspired by work already made to show the equivalence between cccs and
simply-typed A-calculus. A sketch of the proof is given in [Hue86]. Some encoding is needed because
objects of cccs are types and not contexts. Therefore the translation can only be done on terms
in a context with one element which is not restrictive; the pairing operations'® and the curryfying
operation' are required to be in both theories to “encode” the context into a type: the context
x1: A a9 0 Agy.oyxy ¢ Ay is encoded to x : (A1 AA2)A...)ANA,—1) A A, and the variables
x; can be recovered by using projections and is replaced by 7’ o 7% (in cwfs, this structure is in
contexts and no encoding is needed which might seem more natural).

Both theories have roughly the same operators and the same structure. So it might seem quite
easy to prove the equivalence. However, when looking at it attentively many technical details have
to be dealt with (see [Cur86] and [San87]) especially when relating the substitution of A-calculus
(which is a semantic operation, of high-order) with the substitution of cwfs (which is a syntactic
operation and is part of the calculus). Many presentations of the calculi are possible and are not all
equivalent, in particular some operators can be typed or not (the abstraction and the application
for example).

The second approach seems more natural and simple. That is why we chose it. Actually, you
have to deal with less technical details and the proof is conceptually simpler. However the first one
may seem more satisfactory in the sense that what we really want to talk about is the category of
models and not so much the theory which has generated this category.

We have adopted the structure of the proof given in [San87] for the equivalence between simply-
typed A-calculus and cccs or of the one given in [Rit92] for the equivalence between the Calculus
of Constructions (a calculus a bit different from our LF) and categories with attributes (a theory
similar to cwfs). The sketch of the proof is rather simple. We are going to define two interpretations
of one theory in one another. Those are entirely syntactical. | ﬂcwaF interprets LF-terms, -types
and -contexts in Cwf and reciprocally [ ] will interpret Cwf-terms, -types and -contexts in LF.
Those interpretation will be then proven to be sound which means that if a judgment I' = J holds
in LF then its interpretation [Iog . F [T Towe, . it CwiLp holds and reciprocally. Finally, we
will show that the two interpretations are inverse of one another modulo equality. Those conditions
are enough to show that an equality I' - M = N : A holds in Cwfpg iff its interpretation holds
in LF. Therefore, since we have shown that the equality was decidable in LF, we will be able to
conclude that the equality is decidable in CwfLg.

The general idea may seem to be simple but we will see that we will have face some complicated
details in particular when we will have to relate the substitution of the two theories. The main
problem comes from the fact that substitution is in the theory in cwfs whereas it is a meta-operation
in A-calculus. The proof of the equivalence might have been easier if we had chosen a A-calculus
with explicit substitutions but we did not want to do that since A-calculi with explicit substitution
have been much less studied than without.

We have already explained that the operator App of CwfLr has to be typed in order to have
the decidability of the initial model of Cwfyg; the App of Cwfyr must therefore also be typed in

13 For each two types A and B there is a sum type A A B and there is also a sum object for each pair of
morphisms of same domain, along with the respective projections.

4 The curryfying operator is basically the operation which to each morphism f associates the morphism
“Az.Ay.f (z,y)” (in OCaml this operator would be defined by let curry f x y = £ (x, y)).
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order for the equivalence not to be too complicated (it might even have been unfeasible). However it
would have been much simpler and more clean with untyped operators in both theories (in fact this
is the proof we had begun to do before we became aware of the initial model problem). For example
in [Rit92], they have untyped theories and they have completed their interpretation with “stubs”
(i.e. meaningless values) in order to have a total interpretation. For example the interpretation of
x; in an empty context is quite meaningless (or on the other way, the interpretation of ¢ in an
empty context). They have however given an arbitrary value (a stub) to the interpretation of x;;
this way, their interpretation is total and they can avoid using the Kleene equality'® which is rather
difficult to manipulate and not very natural since we always have to wonder whereas the objects we
manipulate are defined or not.

Remark 11. To avoid having to pass the type of the interpreted term as an argument of the in-
terpretations, we are going to use slightly different notations than previously mentioned for the
abstraction in LF and Cwf: those will be indexed by the type of the argument. For example we
will write Az 4.M instead of Axz.M in LF and A4 (M) instead of A (M) in Cwf. This is not strictly
necessary but the syntax for the interpretations is already hard enough to read as you will see.

The proofs of most properties can be found in annex C.
Interpretation of LF into CwfLr We first provide an interpretation of terms, types and contexts

of objects of LF into objects of LF. It is largely inspired of [Hof97] and [Rit92].
The theory LF can be interpreted into a Cwfyp with the interpretation [ |, ¢ defined by

— contexts of LF are interpreted into contexts (objects) of CwiLg

[[OHCWfLF =<

r
[[F, X AﬂcwaF = [[F]]CWfLF 9 [AHCWfLF

— types of LF in a context I" are interpreted into types of Cwfpr in the context [I'] gy, o

[Starﬂgwfw = Star
[Blem (M)[G g, = Blem (MGt )

r o r Ix:A
[Tz : A'BHCWfLF =1 ([[A]]wam.- ) [[B]]CWfLF)

— terms of LF of type A in a context I' = x1 : Ay,...,x, : A, are interpreted into terms of CwfLg
of type [[Aﬂgwfw in the context [, . (We write I the context x4 : A1, ..., Zp—1: An—1)
/ ifi=n
r I LSS
H‘Ti]]waLF = 4

r
[[xiHCWfLF p[[A"]]g:"fLF] else
r Ix:A
Poa MG, = A (IMIGE,)

I I I
[APP1za.5 (M N cwty e = APPy (118, 1152 ) OWHCW&F ’[[N]]waw)

Cwfp g
Proof (Well-foundedness). This definition is well founded since:

— the interpretation of contexts calls itself recursively on structurally smaller contexts;
— the interpretation of types calls itself recursively on structurally smaller types;

15 The Kleene equality a 2 b is defined by: a is defined iff b is defined and in this case a and b are equal.
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— the interpretation of terms calls itself recursively on structurally smaller terms except for the

rule [[xi]]gwaF which only recursively calls [[xiﬂg;vf“ with a context I structurally smaller than
I. a

Remark 12. The interpretation is partial: the interpretation of a term might not be defined. This
is why we are going to need to use Kleene equality. It would have been better to have a total
interpretation but this seems much more difficult to do.

To show that this translation has good soundness properties (cf. proposition 3), we must first
relate the syntactic substitution in LF's to semantic substitution in cwfs. This is why the following
definitions are required.

Definition 25 (Projection and unprojection morphisms). Let I and A be two contexts, A a
type and M a term.
The projection morphism P, is defined inductively by:

P.(Iz:A) = Prajs,,
WILF
P a: A A,y: B) Eﬁ(Px (Iz: A, A),[B]EA )

CWfLF

_ <pm (N : A A) o pgyraas, q[[B]]p,I;A,A>

Cwfpp

where p is the weakening as defined in definition 6.
Similarly, the unprojection morphism UM is defined inductively by:

UM (D s A) = (idr, [M]Eg,,. )
UM(Iz: A Ayy:B)=p (UzM (I : A A), [[BHF,x:A,A)

CWfLF

_ /M )
= <Ux (Ix: A A) OpﬂBﬂgff[x_/mJ,q[[B]]F>A[M/m]>

Cwfyp
The idea is that P, (I',x : A, A) is a morphism
P (x: AA) Iz A Al gt e — [ Al cwey
in CwfLy projecting out the A-part. Similarly

UM (Ix: A A): [T, A[M /x]] =[x A Alcwe .

CWfLF

is a morphism in Cwfyp.
For possibly undefined expression s and ¢, we shall write s & ¢ to mean that if either side is
defined then so is the other one and both agree (Kleene equality).

Lemma 29 (Weakening). Let I' and A be pre-contexts, A and B be pre-types, M be a pre-
term and x a fresh variable. Let J be either M or A. The expression P, (I'xz : A, A) is defined iff
[z A Al g, and [I', Algws, . are defined and in this case is a morphism from the former to

the latter. If [[j]]g"ffm is defined then

[T]Gai2 2 [T Gty e [P (D3 A, A)]

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -
contexts. 0
Lemma 30 (Substitution). Let I' and A be pre-contexts, A and B be pre-types, M and N be
pre-terms and x be a fresh variable. Let J be either A or M and suppose that [[M]](F:WfLF s defined.
The expression UM (I',x : A, A) is defined iff [I, A[M/z]] g, . and [Tz : A, Al gy, . are both

defined and in this case is a morphism from the former to the latter. If [[J]]g’fv:f’if is defined then

7 [M/IH]F,A[M/JJ] o [[j]]F,m:A,A [Ué\/[ (Ix: A A)]

CwfLp CwfLr
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Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 29. a

Proposition 3 (Soundness). The interpretation function enjoys the following soundness proper-
ties

if I't= then [I' gy, : Ctxt is derivable in CwiLy;

if ' A then [[A]]gwaF : Type ([F]]waw) is derivable in CwiLp;

if M: T+ A then [M]gwg, o - [Mowte - [AlGws,, i derivable in Cwipr;

if ' A= B then [[A]]gwaF = [[B]]gwaF : Type (I') is derivable in CwiLg;

if M=N:I't A then [M]gwe . = [Nlowty : [AlGwe,, i derivable in Cwipp.

SR S

Proof. The proof is done by induction on the derivations. ad

Interpretation of CwfLr into LF Cwfrr can be interpreted into LF with the interpretation
[ ILp defined by:

— contexts of CwfLp are interpreted into contexts of LF

o ifI'=o
[[F]]LF = / . I’ : « ” : 3 !
[IMyp.x: [AlLp else, where x is a “fresh” variable (i.e. x € DV ([I"]r))

— types of Cwfyr in a context I" are interpreted into types of LF in the context [I'] g

[[Star]]yg“ = Star
[Blem (M)]L1r = Blem (ML)
1 A71E]
(A, B =T« [AlE Bl TR ™ ith & ¢ DV () [F]ge)
S(A. B [Ior =>Yr:lA [Ier B HF]]LF’:E:[[AHEI;‘]ILF ith DV ([T
[E(A,B)] g™ =Xz : [Algp™" - [Blip with = ¢ (IFLp)

— terms of CwfLy in a context I" are interpreted into terms of LF in the context [I'];

[FILr

[ Lee oAb ™ ) with 2 & DV ([I1)
PaD]T T = azg. (Mg 0)  with 2 ¢ DV ([TTge)

[app (M, NI = (1)) (VI

— morphisms of Cwfyr are interpreted into context morphisms of LF

F LF —
0T = ¢ N
Al e My Iz [A]LF .
[y, MBI <M“LFH 2 v [ A1 > with & ¢ DV ([7yp)

Definition 26 (Projection and unprojection morphisms). Let I' and A be two LF-contexts
in CwiLp, A a CwiLg-type ilthe context I' and M an LF-term.
The projection morphism P, is defined inductively by:

P.(Ix:A)
P.(Iz:A Avy:B)

idp
(Pp (I : A A) Jy — )

The unprojection morphism UM is defined inductively by:

 UM(Lz:A)=idp, M
UM (Ix: A Ay B) = (U (e A, A) .y — )
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Just like for the previous way, the idea is that P, (I',z : A, A) is a context morphism

P, ([Fle o AR [Aler) : (1A, Alyp — [, Al g
in LF projecting out the A-part. Similarly, if M is a term of type I' = A in CwfLg then
UF ([T @ : [AIR™, A) : [0, Allidr, M)]le — [T A, Alp
is a context morphism in LF.

Lemma 31 (Weakening). Let I and A be pre-contexts, A and B be pre-types, M be a pre-term
and x a fresh variable. Let J be either M or A. The expression P, ([[F]]LF T [[A]]E:]]LF ,A) is

defined iff [I', A, Alyp and [I', Al are defined and in this case is a morphism from the former to
the latter. If [[j]]gvffLF is defined then

(1 = (15 [Py (17w - [AD , [Ale )|

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 29. ad

Lemma 32 (Substitution). Let I' and A be pre-contexts, A and B be pre-types, M and N

be pre-terms and x be a fresh variable. Let J be either A or M and suppose that [[M]]EF is

defined. The expression UM ([[F]]LF T [[A}][[F]]LF HAHLF) is defined iff [I', A KidﬂpﬂLF,Mﬂ]]LF

and [I', A, Al are both defined and in this case is a morphism from the former to the latter. If
[IF]]LF’I:HA]]EF]]LF*IIA]]LF ;

[T1ig F is defined then

[[j [<1dHFﬂLF7M>] EJ?LF?[[AKMHF]ILF’M)H]LF ~ [[j]] [ClLp-: [[Aﬂﬂr e 1Ale |:U]V[ ([[FHLF , Xl [[A]][[F]]LF [[A]]LF)]

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 31. O

Proposition 4 (Soundness). The interpretation function enjoys the following soundness proper-

ties

1. if I : Ctxt then [I'] g is a context;

2. if A: Type (I") then [[A]]EJLF is a type in the context [I'];

3. if M :T'F A then [IM]]E;HLF is a term of type [Iyp F [[M]]E;]]LF : [[A]]EJLF;
4. if T'- A= B then [Algg™ = [Blyg™ : Type (I y):

5 i M=N:TFA then [M]Ve — [N]UTee 1), o b (4]

6. if y: A— 1T then [M]E‘]]LF Ay = s

Ty =6: A= T then ™ = [ : [Alie — e

The last two properties are not strictly required for the proof of the equivalence between LF
and CwfLg but are required to prove the other properties.

Proof. By induction on the derivation rules. a
Proposition 5. The interpretations inverse of one another modulo equality
r
. r . .
1. if I'iup A then [[[[M]]waLF]]LF =M:TF A;

r
2. if A: Typepy (I') then [[[[A]]gwaF]]LF =A: Type (I);
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]
3. if I Fowsy A then [[[[M]]“LIJLF]]C S =MDk A
WILF
[ler

. r
4. if A:Typegys, . (I') then [[[[A]]EF]]LFH Cwtin A : Type (I).

Proof. By induction on terms, types and contexts. a
Theorem 4. The theories LF and CwfyLr are equivalent.
Theorem 5 (Decidability of the equality in Cwfrr). The equality is decidable in CwipLp.

Proof. This is a direct consequence of theorems 3 and 4. a

4 Possible formalization of the proof

We have tried to see how difficult it would be to formalize our proofs in COQ. The first question
which arises is: how can we define category theory in COQ’s type theory (which is based on the
calculus of inductive constructions)? We have used the work already done by Saibi to define category
theory (see [Sai96]). One important point is that the equality of COQ is the Leibnitz equality (two
terms are equal iff they are provably equal) whereas the equality used to define categories is the
extensional equality (two functions f and g are extensionally equal iff Vz, f(z) = g(x)). This is
why the notion of setoid needs to be introduced to be able to make proofs about categories in an
intentional type theory like COQ’s without depending on a particular equality: instead of simply
sets, the collections of objects and of morphisms of a category are required to be a setoid.

Definition 27 (Setoid). A setoid is a quintuple A = (A, ~4, refla,sym 4, transa). The set A a is
called the carrier of A and ~4 is an equivalence relation on A along with refls, sym, and transa
which are the proofs of respectively reflexivity, symmetry and transitivity of ~ 4.

Since the proofs are not using COQ’s equality but the equivalence relations of the setoids, the
proofs get very long and fastidious: the rewrite tactics cannot be used and everything has to be
done by hand using the reflexivity, the symmetry and the transitivity properties of the equivalence
relation. For example, it took us more than 500 lines of COQ only to define the category of families
(definition 4, not to be confused with categories with families). Defining generalized algebraic the-
ories, categories with families as a gat, the logical framework and completely formalizing the proof
of the equivalence between the two theories would require tremendous amounts of time and work
(which would not be very complicated but very technical). Rewrite-like tactics could be developed
using reflexion techniques to make the proofs easier and shorter but the elaboration of such tactics
would be rather technical and fastidious.

Another way of solving this problem could be to formalize the proof in a prover like NuPrl which
is based on an extensional type theory and would maybe lead to simpler proofs.

Another problem arises from a limitation of COQ: we cannot define mutually inductive types with
different parameters (else COQ raises the error User error: Parameters should be syntactically
the same for each inductive type). And this is needed to define gats: Type (I") depends on the
context I', I' F A depends on the context I" and on the type A, etc. This might not be a theoretical
limitation of COQ. The explanation given in the manual is:

It is also possible to parameterize these inductive definitions. However, parameters cor-

respond to a local context in which the whole set of inductive declarations is done. For this
reason, the parameters must be strictly the same for each inductive types.
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5 Conclusion

We have proven that the equality was decidable in LF (a dependently-typed A-calculus) and have
shown the equivalence between LF and categories with families by giving two reciprocal interpre-
tation of the syntax of one theory into the other one. This proves that the equality is decidable in
cwfs.

There is many work left to see why the syntax and the proofs are so complicated: this is a sign
that there are things left to understand and maybe to change in the involved theories.
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A  From Gat to Cwf

A.1 Contextual categories

In this section, we introduce a few notions that are close to categories with families (in fact they are
even equivalent to cwfs) and which were historically introduced before (in [Car86]). They are inter-
esting for several reasons. First they inspired the definition of cwfs. Actually cwfs were introduced to
solve some of the problems those theories had (in particular, terms cannot be easily manipulated in
those theories and they have a pullback condition which is rather unnatural and prevents them from
being defined as gats). Moreover, they have been studied and it is quite easy to see that they are
all equivalent. We will not be able to make a detailed presentation of those theories. The interested
reader could read [Car86] and [Hof97].

The multiplicity slighly different categorical models of dependently-typed A-calculus reflects the
fact that the categorical interpretation of dependent types is undoubtly complicated.

We first introduce the categorical notion of pullback which is used in the definition of Con and
Cwa.

Definition 28. Let C be a category and f and g two morphisms of same codomain consists of an
object P and two morphisms [’ and g’ such that fo f' = gog' and, for all Q such that there exists
two morphisms " and g such that f o f” = gog”, there exists a unique morphism from Q to P:

Q f//
AN
N\ f
P——A
g
/l f
B—g>C

Definition 29 (Contextual category). A contextual category consists of

— A category C with terminal object <.

— A tree structure on the objects of C such that the terminal object © is the unique least element
of the tree. This means that there exists a function p (father function) on objects of C such that
p(0) = ¢, p is injective on C\ {¢o}. If p(B) = A we will write A< B.

— Forall A,A' € C, forall f : A— A’ in C for all B € C such that A’ < B, an object f*B of C
and a morphism q(f, B) : f*B — B such that the diagram

B a(f,B) B

L

li
A 7 A
is a pullback in C; for all A,B € C, if A< B then id4B = B and q(ida, B) = idg; and for
all A/B,C € C, f: A — A and f' : A\ — A, the identities (f o f')*B = f*(f"*B) and
q(f o F',B) = q(f, " B) o q(f', B) hold.

Remark 13. We have removed the condition: for each I' € C there is a minimal integer n (the level
of I') such that p™(I") = ¢ because we do not require the contexts to be finite.

Proposition 6. The theories Gat and Con are equivalent.
Proof. Given in [Car86]. O

In contextual categories, types cannot be easily manipulated which was corrected by the defini-
tion of categories with attributes.
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A.2 Categories with attributes
Definition 30 (Category with attributes (cwa)). A category with attributes consists of

— a category C with a terminal object o;

— for each object I' in C, a collection Type (I"), whose elements are called I'-indexed types in C
and a function f*: Type (I') — Type (Q) for each f: A — I' such that for all A € Type (I'),
the relations id.A = A and (go f)*A = g*(f*A) hold;

— for each A € Type (I') and object I'; A and a morphism w4 : IVA — T';

— foreach f: A— I and A € Type (I'), a pullback diagram

A Al poa
Wf*A\L TA
A 4f>F

such that (idp, A) =idp 4 and (f o g, A) = (f, A) o (g, f*A).
Proposition 7. The theories Con and Cwa are equivalent.

Proof. A proof is given in [Hof97]. Two functors O : Cwf — Con and W : Con — Cwf such that
OW = idcon and WO = idcws are defined, which proves the equivalence. O

By transitivity of the equivalence of categories, we can claim:

Lemma 33. The theories Gat and Cwa are equivalent.

A.3 Pullback in Cwf

Proposition 8. With the notations of the definition 5, the diagram

A, Al gl

Pa ] l lpg
I

A——

s a pullback.

Proof. Let A be a context and p’ : A" — A and 7' : A’ — I A be two morphisms such that
v op’ = pl oy'. Therefore the diagram

(without 0) is commutative. We must show that there exists a unique 6 : A" — A, A[y] such that

<7 © DAy, qﬁm> 00 =7 and pay, 00 =p'.
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M-Exr-I M-EXT-S
We can decompose 7' as 7/ (V-Exr-To) (phy,ql) oy (M-Exr-S) ({

paoy ah[V]) = (yop', M) where
M = ¢4 [y/] (of type A"+ A[yop']). Let § be the morphism

d=(p/,M): A" — A, Aly]
which is suitable since pﬁm L) (MCL) p’ and

5 (M-ExT-8) <

<7 Opﬁ[wqﬁm ° Y 0 Py © 0, Ay [5]>

(M-C-R)
=" {(yop,dilY])
= (phov,dkl"])
BT 8 ) o
(M-ExTt-ID)
=y

Conversely, let’s suppose that there is an other morphism ¢’ : A" — A, A[y] such that <7 o pﬁ[w]’ qﬁ[w] >o

0" =+ and pﬁmoé’ = p’. As before, we have ¢’ = <pﬁh] od, qﬁm [5’]> = (p/, N) where N = qﬁ[v] [0'].
The following equalities hold:

=
I
S

YN

2

/\/\r—|

Yoy 0 ady 19))]

I
<
!

—_— =2

7o Py 4 ) 09

Il

<
i;’b’ﬁ N

2

and therefore ¢’ = 4. m|

B Proof of the decidability of equality in LF

B.1 Soundness of LF

Lemma 34 (Well-formedness). Let I' = x1 : Ay, ..., 2, : A, be a context, A and B two types
and M a term. We shall write [I']; = x1 : A1, ...,2; : A;. The following rules hold

1. if ' is derivable then for all i such that 1 <i <n, z; € DV ([I'];—1), FV (A;) C DV ([T];-1)
and [T"];-1 F A; appears in the derivation;

2. if ' '+ J is derivable then FV (J) C DV (I') and I' & appears in the derivation, where J is
either a type, a typed term, an equality between types or a typed equality between terms.

Proof. Both properties can simultaneously be proven by a straightforward induction on the structure
of the derivation of the hypothesis. a

Remark 14. A requirement for the context I', z : A to be well-formed is the property z ¢ I'. However,
to improve the readability of the proofs, we might omit some of the arguments related to this in
the following but they have been verified. The main reason for that it that it leads to very long and
technical proofs which are not really difficult.

Lemma 35. The following rules hold
1. if ' A = B is derivable then I' = A and I' - B are derivable;

35



2.

if ' M = N : A is derivable then I' = M : A and I' = N : A derivable.

Proof. We will only show the first results of the conclusions (i.e. I'+ A and I' - M : A) since the
other ones can be obtained using (TY-EQ-SyM) and (TM-EQ-SyMm).

By induction on the derivation of the hypothesis.

(TY-EQ-REFL): B = A and I' - A was derived.

(TYy-EQ-SyM): I' H B = A was derived and we can conclude by application of the induction
hypothesis.

(TY-EQ-TRANS): I' - A= C and I' - C = B were derived and we can conclude by application
of the induction hypothesis.

(EL-EQ-C): A and B are of the form A =El M and B=EI N and I'+ M = N : x was derived.
By induction hypothesis we have I' - M : x and I' = N : x. We can conclude using (EL-EQ-C).
(II-EQ-C): A and B are of the form A =1z : A’.B' and B=1lz : A”.B” and I' + 1z : A'.B’
was derived.

(TM-EQ-REFL): N =M and I' - M : A was derived.

(TM-EQ-SYM): I' F N = M : A was derived and we can conclude by application of the induction
hypothesis.

(TM-EQ-TRANS): ' F M =P : Aand I' F P = N : A were derived and we can conclude by
application of the induction hypothesis.

(TM-EQ-Conv): ' M = N : Band I' H B = A were derived. By induction hypothesis we
have I' = M : B and we can conclude that I' M : A by (TM-CONV).

(APP-EQ-CoNV): the goal is of the form I' + App, (M,N) = Appy (M,N) : B and I +
App, (M, N) : B was derived.

(TI-1-EQ): M, N and A are of the form M = Az.M’, N = Az.N’ and A = llx : A’.B’ and
't Xx.M':1lz : A'.B’ was derived.

(ApPP-EQ): M, N and A are of the form M = App,. 4 g (0 M/, N'), N = Appriy.ar g (M', N")
and A= B [N'/z]Jand ' M’ : Tz : A.B’ and I' + N’ = N” : A’ were derived. By induction
hypothesis I' = N’ : A’ holds and therefore we have I' - Appp,.ar g (M', N') : B’ [N/x] using
(App).

(TII-C): M, N and A are of the form M = Appp,.a .5 (Az.M'),N'), N = M'[N’'/x] and
A=DB'[N'/z)and ' F Aa.M' : Tz : A’.B" and I' - N’ : A’. By (APP), we can conclude that
I'v Appappr (Ao M'), N) & : B [N'/a].

— (II-n): A is of the form A=Tlz: A'.B’ and I'+ M : Tlz : A’.B’ was derived. O

Lemma 36 (Weakening). If t € DV (I')UDV (A) and I" - C then

Crds to o

if Iy A is a context then I'yx : C, A is a context;
if [AF A then Iz : C,AF A;

if VA A=DB then Iz :C, A+ A= DB;

if CAFM:Athen Iix:C,AF M : A;
ifIAFM=N:Athen Nz : C,AFM =N : A.

Proof. By induction on the structure of the derivation of the hypothesis.

(C-EMP): we have I' = A = ¢ and by hypothesis ¢ - C therefore ¢,z : C,¢ is a context by
(C-EXT).

(C-EXT): A is of the form A= A"y : A and I’ A’ b A was derived. By induction hypothesis
we have Iz : C, A’ F A and therefore Iz : C, A’,y : A is a context.

(STAR): since I, A is a context, by induction hypothesis I,z : C, A is a context and by (STAR)
we have Iz : C, A F *.

(ELEM): I'| A F x was derived, therefore by induction hypothesis I,z : C, A F % holds and by
(ELEM) we have Iz : C; A+ El M.

(Exp): Aisof form A =1y : A'.B" and I'' A,y : A’ + B’ was derived, therefore by induction
hypothesis I',x : C; A,y : A+ B holds and by (ExP) we have Iz : C,AFIly: A'.B’.
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— (TYy-EQ-REFL): B = A and I'A F A was derived. By induction hypothesis we have I',z :
C, A+ A and we conclude using (TY-EQ-REFL).

— etc. The property is proven for all the other rules using the same model, by applying the
induction hypothesis to the judgments obtained by inverting the rules and reapplying the rule
to the obtained judgments. a

Lemma 37. The following rule holds

I'-M:Ilx: A.B I'-N=N':4
I+~ AppHm:A.B (M7 N) = AppHm:A.B (M7 N/) : B [N/l‘}

Proof. Suppose that '+ M = M’ :Ilxz : A.B and I' - N : A hold. The following derivation is valid

m (Hypothesw)

VAR L 3
ﬂx:Hy:A.B}—m:Hy:A.B( ) F,gu‘:l_[y:A.BI—N:A(emma )

I'z:My: ABFaN : B[N/y]
I'-Az.xN Mz : (Ily : A.B) .B[N/y]

(App)

(ABS)

Since I'F M = M’ : Iz : A.B, by lemma 1 we know that y € FV (B) and therefore B [N/y] = B.
By (ApP-EQ) we have I' b (Ax.aN)M = (Az.aN)M' : B[M/z] and by (II-C) we have I' +
(Az.xN)M = MN : B[M/z] and I' - (Az.xN) M’ = M’'N : B[M/z]. Finally we can conclude that
I'- MN = M'N : B[M/z] using (TM-EQ-SyM) and (TM-EQ-TRANS). O

Lemma 38. If [Nz : A, Atz :B then ' A= B.
Proof. The proof is done by induction on the derivation of Iz : A, A+ z : B.

— (VAR): we have B = A and the result follows by (TY-EQ-REFL).
— (Tm-Conv): Iz : AJ)AF z: C and Iz : A, A+ C = B where derived for some type C. By
induction hypothesis I,z : A, A+ A = C holds and the result follows using (TM-EQ-TRANS).
O

Lemma 39 (Soundness of the substitution). If I' = N : B is derivable then

if Iyx: B, A is a context then I A[N/x] is a context;

if [x: B,AF A is derivable then Iy A[N/x] - A[N/xz] is derivable;

if [x: B,AF A= A’ is derivable then I A[N/x] F A[N/x] = A" [N/z] is derivable;

if e : B,AF M : A is derivable then I'y A[N/z]| - M [N/x] : A[N/x] is derivable;

if e : BBAF M = M’ : A is derivable then Iy A[N/x] - M [N/z] = M’ [N/z] : A[N/x] is
derivable.

Grds o do =

Proof. The proof is done by induction on the derivation of the hypothesis.

— (C-EMP): this rule cannot have been used to prove that I,z : B, A since I',x : B, A # o.

— (C-EXT): A is of the form A = A'jy: Aand I'lz : B,A’ - A was derived and by induction
hypothesis I', A’ [N/z] = A[N/x] holds. We can conclude using (C-EXT).

— (STAR): we have x [N/x] =+ and I',x : B, A+ was derived. By induction hypothesis I, A [N/z]
holds and Iy A[N/x] b * is derivable using (STAR).

— (ELEM): A is of the form A = El M, therefore A[N/zx] =El (M [N/z]) and Iz : B,AF M :
was derived. By induction hypothesis we have I A [N/z] = M [N/z] : x[N/xz] and therefore,
since x [N/x] = %, I, A[N/z] - El (M [N/z]) is derivable using (ELEM).

— (Exp): A is of the form A =1ly : A’.B’ and I',x : B, A,y : B’ + B’ was derived. By induc-
tion hypothesis we have I A[N/x],y : A'[N/z] v B'[N/z] and by (Exp) we conclude that
I''A[N/z]F (Ily : A'.B")[N/z].
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- .(.V.AR):

e Suppose that M = 2. Then M [N/x] = N and since I',z : B, A+ was derived, by induction

hypothesis we know that I, A[N/x] is a context. By hypothesis I' -+ N : B holds. This
implies that I, A[N/z] - N : B is also derivable by induction on A.

The property is immediate if A = ¢.

Suppose that A = A’y : C' and assume that I, A’[N/z] F N : B. Since by hypothesis
Iz : BAy : Ct+ x: A bylemma 1l Iz : B,A")y : C is a context and therefore
y ¢ DV (I")UDV (A")U{z}. Since I' - N : B, by lemma 1, FV (N) C DV (I") which implies
y € DV (N). Thus y & DV (A)UDV (A’ [N/x]). Moreover since I,z : B, A',y : C'is a context,
by lemma 1 I,z : B, A’ I C was derived and by induction hypothesis Iy A’ [N/z] F C [N/x].
By lemma 3 we can finally conclude that I, A’ [N/z],y : C[N/z] - N : B.

By lemma 5, since I,z : B,AF x : A was derived, I' F A = B holds. Since we also have
I''A[N/z] - N : B, we can conclude that I, A[N/z] b M [N/x] : A by using (TM-CoONV).
Suppose that M = y. Then Iz : B,A =TI",y : A, A’. The proof can be done by distin-
guishing the cases where y : A appears in I" or in A, applying the induction hypothesis to
the judgments obtained by inversion of the rules and concluding using (VAR).

The omitted cases can all be proven the same way, by applying the induction hypothesis to the
judgments obtained by inversion of the rules and concluding using (VAR). a

Lemma 40. The relation 2 is an equivalence relation.

Proof. By definition of g a

Lemma 41. The substitution preserves B-convertibility:

1. if M2 M then M[N/2) £ M [N/2);
2. if N2 N then M [N/z] £ M [N'/a).

Proof. 1. By induction on the proof of M ENVE
— (B-EQ-REFL): In this case M’ = M and the result follows by reflexivity of .
— (B-EQ-EXT-R): We have M £ M" and M” — 43 M’. We can show that M" [N/z] £ M [N/z]

by induction on the proof of M” —z M’ (the proof is quite straightforward). By induction
hypothesis we have M [N/x] Z pr [N/x] and we conclude using the transitivity of Z

— (B-EQ-ExT-L): The proof is similar to the previous case.
2. By induction on M.

— M= M[N/o]ZNEZ N ZMIN /2]
— M=y M[N/z] £ M E AN,
— M = A\y.M’: by induction hypothesis M’ [N/z] 2 [N’/z] and therefore (Ay.M') [N/z] =

(B-RED-ABS-C)

\y.M' [N/z] Ay M [N/z] = (M. M) [N’ /2]

— M = M’'M": the result is obtained similarly using the induction hypothesis and (5-RED-

ApPP-C-L) and (8-RED-APP-C-R). O

Lemma 42 (Subject reduction). If I' =M : A and M —g M’ then I' =M = M': A.

Proof. The proof is done by induction on the derivation of "+ M : A.

— (VAR): M is a variable and cannot S-reduce.
— (TMm-Conv): I' = M : B and I' - B = A were derived and by induction hypothesis we have

I't M = M': B. We can conclude using (TM-EQ-CoNvV).
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— (ABS): M and A are of the form M = Az.N and A=1lz : A.B’ and Iz : A’ N : B’ was
derived. By hypothesis, M —g M’ holds and it must have been derived using (3-RED-ABs-
C): M’ must be of the form M’ = Az.N’ with N —z N’. By induction hypothesis we have
Iz:A'FN=N':B' And we conclude using (II-I-EQ).

— (APpp): We distinguish cases according to the rule used to prove M —z M.

e (B-RED-APP): M, M’ and B are of the form M = (Az.M’)N', M’ = M’ [N/z] and B =
B'[N/z] and I' = Ae. M’ : Iz : A’.B’ and I' - N : A" were derived. We can conclude using
(II-C).

e (B-RED-APP-C-L): M, M’ and B are of the foom M = M'N’', M’ = M"N’ and B =
B'[N'/z], ' M :Tx: A'.B'"and I - N’ : A’ were derived and M’ —3 M". By induction
hypothesis we have I' = M’ = M" : Ilx : A’.B’ and we can conclude by lemma 4 that
't M'N'= M"N': B'[N' /).

e (B-RED-APP-C-R): M, M’ and B are of the foom M = M'N’', M’ = M'N"” and B =
B'[N'/z], TF M :Tlz: A/.B" and I' - N' : A’ were derived and N’ —3 N”. By induction
hypothesis we have I' H N’ = N” : A and we conclude by (ApPP-EQ) that I' H M'N’ =
M'N" : B'[N'/x]. 0

Lemma 43. IfFl—M:AcmdMgM’ then '+ M = M’ : A.

Proof. By induction on the proof of M Z .

— (B-EQ-REFL): M’ = M and we conclude using (TM-EQ-REFL).
— (B-EQ-ExT1-R): We have M EN VL —g M'. By induction hypothesis we have I' - M = M" : A
and by lemma 9 we have I' = M” = M’ : A. We can conclude using (TM-EQ-TRANS).

— (B-EQ-EXT-L): We have M 2 M" g «— M'. By induction hypothesis we have I' =M = M" : A
and by lemma 9 we have I' - M’ = M" : A. We can conclude using (TM-EQ-SyMm) and (Twm-
EQ-TRANS). O

Lemma 44 (Soundness of a f(-convertible substitution). If I' = N : B is derivable and
N Z N’ then

1. if e : BAF M = M’ : A is derivable then I’ A[N/x] b M [N/x] = M'[N'/x] : A[N/x] is
derivable.
2. if I'Nx: B,AF A= A’ is derivable then I A[N/x] - A[N/x] = A" [N'/x] is derivable;

Proof. 1. Since I'lx : B,A+ M = M’ : A is derivable, by lemma 2 we have I,z : B,AF M : A.

Therefore I A[N/z] - M [N/z] : A[N/z] by lemma 6. We also have N £ N’, which implies,

by lemma 8, M [N/z] M [N'/z]. Finally, by lemma 10 we can conclude that I, A[N/z] +

MI[N/x] = M[N'/x]: A[N/z].
2. The proof is done by induction on the derivation of Iz : B+ A= A’

— (TY-EQ-REFL): A’ = A and the result is obtained by (Ty-EQ-REFL).

— (TY-EQ-SyM): Iz : B,AF A" = A was derived and by induction hypothesis I, A [N/z] -
A" [N/z] = A[N'/z] is derivable. We can conclude using (TY-EQ-SyM).

— (Ty-EQ-TraANS): Iz : BLAF A= A" and Itz : BAF A” = A’ were derived, thus
by induction hypothesis I', A[N/z] - A[N/x] = A" [N'/z] and by lemma 6 I, A[N/z] -
A" [N'/xz] = A" [N’ /x]. We conclude using (TY-EQ-TRANS).

— (EL-EQ-C): A=EI M, A =EIl M and Iz : B,AF M = M’ : x was derived. By 1. we
deduce that I A[N/z]| = M [N/x] = M' [N'/z] : % (since x [N/x] = x). Thus by (EL-EQ-C)
we conclude that I', A[N/z] - El M [N/x] = El M'[N'/x].

— (I-EQ-C): A =1z : AB, A =Tz : AV.B" and INx : BJA F Tly : A'.B', I'x :
B,AF A = A" and Iz : B,A,y : A’ + B’ = B"” were derived. By lemma 6 we have
I''A[N/z] + Iy : A'[N/z].B'[N/z] and by induction hypothesis we have I, A[N/x] +
A'[N/z]) = A”[N'/z] and I A[N/z],y : A'[N/z] v B'[N'/z] = B” [N/z]. We can then
conclude using (II-EQ-C). O
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Theorem 6 (Church-Rosser). If M Z M then there ewists a term N such that M 2 N and
B
M= N.

Proof. This property is classic; we will not reproduce its demonstration here (see for example [LS86]
or [Fau02]).

Lemma 45. [f - M : A, then ' M = M’ : A iff M2 M.

Proof. Two quite straightforward inductions. O

B.2 Decidability of equality in LF

Lemma 46. If M 2 N then M [p] 2 N [p].
Proof. The proof is similar to the one of lemma 8. ad

Lemma 47. The following rules hold, giving us a recursive definition of the application of an en-
vironment to a term.

[fa ¢ FV(J) then J [(p,a — M) = T [o];
(e : A.B) [p] = T : (Ap]). (B {p,w > 2)));
(Ae.M) [p] = Aa. (M [(p, = @)]);

(MN) o] = (M [p]) (¥

na(M) (o] £ nay) (M [p]).

Proof. The lemmata can be proven independently.

GvBs fo o

Immediate.

Immediate.

Immediate.

Immediate.

By induction on A:
— if A=xor A =El N then na(M) [p] M (o] £ nage) (M [p])
— if A=T1lz : A’.B’ then

nHz:A’.B’(M)[ ] g (AZ nB/[nA/(z)/z] (MUA/ (Z))) [ ]

Z ). (18100 (2)/2) (Mnar (2)) [(p, z = 2)])

CUR =

Z 0z (081100 (21 a1l (M (2)) [(p, 2 2)])
BNz o)l (M ({9,225 2)]) v ) (2)
= >\z-773/[<p7x~>x)][mv[p](z)/z] (M e nays) (2))

B
= Mas(A (). (B [pro—a)])) (M [p]) = N(tiz:a.5)(0) (M [p])
O

Remark 15. To prove the last point, we took care not to use the fact that 14, = na (cf. remark 9)
in order to improve the extensibility of the proof.

Lemma 48. FV (n4 (M)) =FV (M).
Proof. Straightforward induction on A. ad

Lemma 49 (Recursive definition of [pr]). If Iz : A is a context then

M [pra:al = M [{pr,z — napp] (@))] = M [na (x)] [pr]
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Proof. By induction on the length of I'.

— If I" = ¢ then the property is immediate.

— Else, since Iz : A is a context ¢ DV (I'). Moreover by lemma 15, FV ([, (z)) = {z}.
Therefore M [(pr, = — najpy] (£))] = M [na,,) ()] [pr] since pr will not do any substitution
on z. Finally na (M) = 14, since substitution is only done in EI N which does not change the
incarnation. a

Lemma 50. If M Z N then na(M) g na(N).
Proof. By induction on A.

— The property is immediate if A =% or A = El P.

— If A =1z : B.C then, since M ng(2) g N np (z) because M g N, using the induction
hypothesis, we have

na(M) = Xzncig (z)/«) (M 15 (2))

3
= A20Cg (2)/2) (N 1B (2))
=na(N)

This induction is well-founded since the number of II in A strictly decreases for each recursive
application of the lemma. O

Lemma 51. If I'F A= B then na(M) 2 np(M).
Proof. By induction on the derivation of I' - A = B.

— (Ty-EQ-REFL), (TY-EQ-SYM) and (TY-EQ-TRANS): the result is obtained by using the induc-

tion hypothesis and respectively the reflexivity, symmetry and transitivity of g
— (EL-EQ-C): A and B are of the form A = El M’ and B = El N’ therefore na (M) = M = ng(M).
— (II-EQ-C): A and B are of the form A =1lz : A’.B’ and B=1lz : A”.B" and I'+ A’ = A"
and Iz : A’ + B’ = B"” were derived. From I' - A’ = A", using the induction hypothesis, we

can deduce that for all term N na/(N) 2 na»(N). From the last one we can deduce I,z : A’ -
B’ [nas (2) /x] = B" [nas (2) /2] by lemma 6. Therefore, by induction hypothesis, for all term N

we have np/[, ,, (2)/2](N) g N84 (z)/] (V). Thus, we can write using lemma 17
na(M) = nrg.ar.p (M)
= A2l (2) 2] (M 140 (2))
Xty () (M 14 (2)
E Nenpin a) (M nar (2))

Lemma 52. If N=N': A= M|[N/z] = M'[N'/z]: B[N/x] then A\e.M = Az.M' : Tlx : A.B.
Proof. By definition of Ilx : A.B. a
Lemma 53. The rules of the figure 10 have been proven to hold in per-models in [CPT0S].

Lemma 54. The relations = and = (on environments in a context, on types in a context and on
typed terms in a context) are equivalence relation.

Proof. Straightforward induction on the structure of the derivations. a
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Type formation and equalities

I': Ctxt
(STAR)
*[17]

M = N : [ Ay = Ao Bi =Bl x: A
M=NAL g gy oy A=Al B =Bele: A g o o
Terms
Ix:A:Ctxt
————(VaAR)
xz: ALz A]

M : B[I',x : A] M : 1z : A.B[[] N : A[I']
(ABS) (App)

Az.M :Ilz : A.B[I'] MN : B[N/x][I']
Type conversion
M = N : A[I'] A= B[IT]
M =N : B[[]

(TM-EQ-Conv)

Weakening

B = B[ I''e:A:Ctxt M =N:B[[] Iz:A:Ctxt
Bi1 = B[z : A] M =N :B[I,x : A]

Figure 13. Derivable rules in per-models

Lemma 55. If p=p' : ' andy & I then for any M, p=(p',y— M) : I.

Proof. By induction on the proof of p=p’ : I'.
Consider a proof ending with

p=p:T  Alp]=Alp]  pz=pa:Alp
p=p :Tx:A

If suffices to show p = (p/,y — M) : I and px = {p',y — M)z : A[p]. The former holds by induction
hypothesis, the latter because y € DV (I',z : A), so y # x. O

Lemma 56 (Interpretation of LF in a per-model). The following rules hold

— if I'F then I' : Ctxt;

— if ' A then A[I];

— ’LfF"Al :A2 then A1 :AQ[[F]];

—if ' M: A then M : A[I'];
—ifF"MleQIAth@anzMgiA[[F]];

Proof. By induction on the structure of the derivation of the hypothesis.

— (C-EwmP): by (ENv-C-EMmP).

— (C-EXT): by (ENv-C-EXT).

— (STAR): by (STAR).

— (ELEM): by (EL-EQ-C).

— (ExP): by (II-EQ-C), using the fact that by lemma 1, I' - A was derived and therefore A[I]
holds.

— (Ty-EQ-REFL), (TY-EQ-SYM) and (TY-EQ-TRANS): by lemma 21.

— (EL-EQ-C): by (EL-EQ-C).

— (II-EQ-C): by (II-EqQ-C).

42



— (VAR): by (VAR).

— (TM-Conv): by (TM-EqQ-Conv).

— (ABS): by (ABs).

— (Aprp): by (App).

— (TM-EQ-REFL), (TM-EQ-SYM) and (TM-EQ-TRANS): by lemma 21.

— (TM-EQ-Conv): by (TM-EQ-CONV).

— (II-1-EQ): we want to derive I' - Ax.M = Ax.M’ : Tz : A.B and by inversion I' - A\x.M : Iz :
A.Band Iz : AF M = M’ : B. By induction hypothesis we have Az : M : Ilz : A.B[I'] and
M = M’ : B[I',z : A]. Obviously, we are going to use the rule (TM-EQ) to prove the conclusion.
By lemma 1 I' - A was derived and therefore by induction hypothesis A[I'] holds. What remains
to be proven is Vp,p/', p=p' : I = Ax.M) [p] = (Axz.M") [p'] : Iz : A.B) [p].

Let p and p’ be two environments such that p=p': I".
Let N and N’ be two terms such that N = N’ : Alp]. Since Iz : A+ M = M’ : B
holds, by lemma 1 Iz : A is a context and x ¢ DV (I"). Therefore, by lemma 22 we have
(p,z+— N)={(p,z— N'): I, and by inversion on (TY-EQ) which was used to derive A[I'], we
have A [(p,z — N)] = A[(p’,x — N')]. By definition of N and N’ we also have (p,z — N)z =
N=N'={(p,z — N')x: Alp]. We can now use (ENv-C-EXT), which shows that (p,x — N) =
(p/ye— N'): T'x: A
By inversion of the rule (TM-EQ) on the hypothesis M = M’ : B[I,x : A], we have there-
fore M (p,x+— N) = M' {p',x+— N’') : B[{p,x — N)]. This can be rewritten as M [p] [N/z] =
M’ [p'] [N'/z] : B [p] [N/z]. Finally, by lemma 19, this implies Ax.M [p] = Ax.M' [p/] : TIz : A[p] .B[p].
— The other rules ((Appr-EQ), (II-C), (II-n)) can be handled using the same kind of arguments. O

Lemma 57. If ['F M = N : A then na(M) [pr] 2 n4(N) [pr].

Proof. Suppose that I' - M = N : A. Then by lemma 23 we have M = N : A[I'] and this has been
proven to imply 74(M) [pr] £ na(N) [pr] in [CPTO3]. 0

Lemma 58. If ' M : A then ' M =na (M) : A.

Proof. By induction on A.

— If A= or A=El M then ny (M) = M and the result is obtained by (TM-EQ-REFL).

— Suppose that A = Iz : A".B". Then na (M) = Xz2.np/(y,, (2)/2) (M nar (2)). Since Iz : A'F 2
A’, by induction hypothesis we have I,z : A’ z = na/(z) : A’. Therefore, by rules (ApP-EQ),
we have Iz : A’ Mz = M (nas (2)) : B'[z/z]. By induction hypothesis and (TM-EQ-TRANS)
this implies I,z : A" = Mz = npi[y,.(2)/2) (M (nar (2))) : B'[z/z]. Then, by (ABS), we have
I'= A2 Mz = Xenprpy,, (2)/2) (M (nar (2))) : Oz : A'.B’. Finally, we can conclude by (IT-n) and
(TM-EQ-TRANS) that I' = M = Az.npipy ,, (z)/2] (M (nar (2))) : Tz : A". B’ holds. O

Lemma 59. If ' M : Athen ' M = M [pr] : A.

Proof. By induction on the derivation of I' - M : A.

As usual the only case to be handled with care is (VAR) by distinguishing whether the variable
is changed by pr — in which case the conclusion is obtained using lemma 25 — or not — in this case
the conclusion is immediately obtained by (TM-EQ-REFL). All the other cases can be handled by
applying the induction hypothesis to the judgments obtained by inversion. a

Lemma 60. If ' M: A, 't N: A and na(M) [pp]ﬁnA(N)[pp] then ' M = N : A.

Proof. Since by hypothesis we have I' = M : A, using lemmata 25 and 2 we also have I' - na (M) :
A and by lemmata 26 and 2 we have I' - na(M)[pr] : A. Similarly, we can show that I'" +

na(N)[pr] : A. By hypothesis, we also have n (M) [pr] g Nna(N) [pr], which implies by lemma 10
that I' b na(M) [pr] = na(N)[pr] : A. Using lemmata 25, 26 and (TM-EQ-TRANS), we have
I''M=na(M)[pr] : Aand I' = N = na (N)[pr] : A. Finally, using (TM-EQ-TRANS) and
(TM-EQ-REFL), we can conclude that I' - M = N : A. O
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Theorem 7. If '-M: A, I'-N:Athen: I'-M=N:A iff na(M) [pr] g na(N) [pr]-
Proof. This results directly from lemmata 24 and 27. a

Theorem 8. The equality is decidable in LF.

Proof. Tt has been shown in [CPTO03] that the relation na(M) [pr] £ na(N)[pr] is decidable. It
comes from the fact that typable terms are normalizable. Thus to decide equality of two terms M
and N, it is enough to compute their normal forms by making successive G-reductions and check if
they are the same. We can show that two [-convertible normalizable terms have the same normal
form using theorem 1. ]

C Proof of the equivalence between Cwfyr and LF

C.1 Interpretation of LF into CwfLg

Lemma 61 (Weakening). Let I' and A be pre-contexts, A and B be pre-types, M be a pre-
term and x a fresh variable. Let J be either M or A. The expression P, (I'x : A, A) is defined iff
[z A Al gy, and [ Al gws, . are defined and in this case is a morphism from the former to

the latter. If [[J]]?ivefLF is defined then

[T]Gai2 2 [T Gty e [P (D12 A, A)]

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -
contexts.

Base case of the induction on A. Suppose that the argument of P is of the form Iz : A (A = o).
Then P.(Iz : A) = pa ([1 2 : Al gy, ) is defined iff [I2: Al . and [ gy, . are defined
and in this case the relation

TGt 2 [T owey [Pe (1@ A)]

is verified since we have (by induction on length of involved pre-terms and -types).
For types, we have

— J = Star:
def
[[Starﬂg’fvzé . = Star
& Star [Py, (I, z : A)]
= [Star] Gy, . [P (12« A)]
— J =Elem (M):

CwfLr CwfLr

[Elem (M)] 554 < Elem ([[M]]FVI:A )
ind Elem ([[M]]gwaF [P, (I'yx : A)])
=~ Elem ([[M]]gwfw> [P (I x: A)]
=~ [Elem (M)ngfLF [Py (Iz 2 A)]
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- J=1y: B.C:

[Ty : B.C]]F"T:A é ([[BHFI:A ,Hcﬂp,Z:A,y;B)

CWfLF CWfLF CWfLF

E 01 (1Bt [P (s AL ICUESE, (P2 (D Ay B)))

CWfLF

=1 ([[BH(I-:'WfLF ’ [[Cﬂgx?vff}-) [P, (I : A))
> [y : B.C)gwe,p [Pe (122 A)]

The penultimate equality is verified because we have

11 ([BlGwg, - [CTCuzy ) [P (N s A)) =
II ([[B]]gwfmr [P (2 A)], [ClGYe K (Ix: A) op[[B]]gwaqu[[B]]gwaF>]>

and

<Pm(F ’x:A)OP[[BlléwaF’q[[BﬂéwaJ <P (Iz: A)opypyraa (p <FxA)panﬂéz;iF{PI<na::A>1>

B (P (Lo 4),[BIGSE, )
P.(Ix:Ay:B)

We won’t mention such details in the following and will write = when they have been omitted
to justify the equality.

and for terms
- J=x [[x]]gwfLF is not defined
Iax:A c}sf
[[yHCWfLF [[yﬂcwaF {p[[A]]CWfLJ
> [l cwep [Pe (7 2 A)]

- J = A\yg.M:

o
[¢]
n

1%

Iz A I'z:Ay:B

([[M]] VB D (Ma:Ay: B)])

CWfLF

||z§;

CWfLF

= s (IMIGue, ) [Pe (D A)
= [[AyB~Mﬂ€waF [Pm (F,SC : A)]

- J=MN:

IIMN]]F,IA g

CwfLp CwfLgr CwfLp

Ap
= App ([M[Guis [Pe (D2 s A IN]G g, [P (T A)])
Ap

D ([M1Eutye s [N Gt ) [P (D s )]
> [MN]Gwe, o [Po (D2t A)]

([[M]]r,z:A [[N]]F,m:A )

~

45



Induction step of the induction on A. Suppose that the argument of P isof the form Iz : A, Ay :
B.Then P, (I'x : A, A,y : B) =pa ([[F,x CAA Y B]]wau-) is defined iff [z : A, A,y 1 Bl gy, e
and [I, A,y : Bl gyt are defined and in this case the relation

1706w 2 (WIGails”) 1P (D A, Ay - B)

CWfLF CWfLF

is verified since we have (by induction on length of involved pre-terms and -types).
For types, we have

— J = Star:
. . def
[[Star]]é’fv'é’er’y'B = Star
&~ Star [P, (Iz: A, A,y : B)]
~ I'Ay:B
= [[Star]]CWfLF [P, ([x: A Ay : B)]
— J = Elem (M):
A A, N T AA vy
[Elem (M )ﬂgwaF P = Elem ([[M]]gwfm: yB)
nd .
~ Elem ([[M]]ij’gf [P, (Do A Ay : B)])
=~ Elem ([[M]]g’vef’zFB) [P, (Iz: A, Ay : B)]
= [Elem (M)]Gails [Pe (I3 : A, A,y : B)]
- J=1z:C.D:
Ia:A,Ay:B 5 Iz:AAy:B Iaz:A Ay:B,z:C
[[HZ : O'D]]C\;fvf]_‘lr v = ([[Cﬂcfvap Y 7HDHCfoLF Y - )

([[C]}gjf’gf[ (Mo A Ay: B) IDIGa P (Dw: A, Ay B,z O))

CWfLF

I1]

CwfLg CwfLr

I ([[C,HF,A,y:B HD]]F,A,y:B,z:C) [P'r (F, T A, A,y . B)]

and for terms

- J =y

NaA,Ay:B
[WGwer

ind
q([[B]]g’ffLF [Po (1224, A)])

= q[[B]]waLF [P (Iz: A, A,y : B)]
= [y Hf:ﬁéi’f[ (I'x: A Ay : B)]

- J = [[m]]g’vef’ff is not defined
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— J =z with z€ DV (I")UDV (A):

Fa:AAy:B % o raan
[[ ]] x Yy a4 [[z]]CVIVfLF [pﬂBﬂFTAA}

CwiLp
ind
£ 16 (P (Dr: A, 2)) [y o]
= [z ]]cwaF [Pa: Iz : A, A) Op[[Bﬂg;;L‘vFA}
= [eGunr [Prezg,, © (Pr (5o A 8) oo ssapprzas )|
= Elune [Py, | (P (o A D) oppappzas s )
> [edGuity” (P (D A Q) opppyrans appnzas)|
= [[Z]]éé‘fi’f K (Ia: A A)Op[[B]]wa [Po(Da:a,A)) IBISE, P (I’zAA)]>}
= Gt [ (P (N s 4,2), [B1Gn,.. )|
= [e)Gail [Pe (Da: A, Ay : B)]
- J = Xze. M:
Do MISEEAY S a0 (MG =)
L (IMIESERC [P, (D : A, Ay B))
= e (IMIGa2 =) [P (D 4, 4)]
> [hzo Mgl [P (I A, Ay : B)]
- J=MN:
[MNIGGA " S TG NG
& (IMIGEET P (N A Ay BY)) (INTSS [P (T A, Ay - B)))

o ([[MHF’AW:B> ([[NHF’A’y:B> [Py (Ix: A Ay : B)]

CWfLF CWfLF

~ [MN]52V P [P, (Iz: A, Ay : B)]

CWfLF

O

Lemma 62 (Substitution). Let I' and A be pre-contexts, A and B be pre-types, M and N be
pre-terms and x be a fresh variable. Let J be either A or M and suppose that [[MﬂgwaF is defined.
The expression UM (I : A, A) is defined iff [I', A[M/2]]cyg, . ond [I,z: A Algyy, . are both

Lax:AA .
Cwf,» s defined then

defined and in this case is a morphism from the former to the latter. If [J]

[[J[M/ ]]]FA[M/z]N[[j]]FxAA[UM(Fx AA)]

CWfLF CWfLF

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 29. ad

Proposition 9 (Soundness). The interpretation function enjoys the following soundness proper-
ties

1 if I' then [y, - Ctxt is derivable in Cwipp;
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if I'E A then [[A]]gwaF : Type ([ we, ) @ derivable in Cwipg;

if M : T+ A then [[M]]gwaF T MMews e P [[A]]gwaF is derivable in CwiLp;

if ' A= B then [[A]]gwﬁ_F = [[B]]ngLF : Type (I') is derivable in CwiLp;

if M=N:I'F A then [[M]}gwaF = [[N]]gwfu_ : [[A]]gwaF is derivable in CwiLp.

SAER NI

Proof. The proof is done by induction on the derivations.

— Contexts rules
e (C-EmMP)LF: [¢]cwg,, = © is a context by rule (C-EMP)cwfyp-
o (C-EXT)pp: if I' is a context and A an element of Type (I") then by induction hypothe-
sis [ qwe,, 18 @ context and [[A]]gwfLF is an element of Type ([[F]]waLF) and therefore
17 Alcwe e = M owep o [[Aﬂgwfmr is a context by rule (C-EXT)cweyg-
— Types rules
e (STAR)LF: if I" is a context then by induction hypothesis [I'] ¢y, . is @ context and therefore
Star is an element of Type ([[F]]waLF).
e (ELEM)pp: if I' is a context and M : I" I Star then by induction hypothesis [y, . 18
a context and [M ]]gwaF F [[Star]}gwaF which can be rewritten as [M ]]gwaF F Star since

[[Star]}(FijLF = Star and therefore Elem ([M] gy ) is an element of Type ([I']cywe, ) by
rule (ELEM).
o (Exp)pp:if I'is a context, A a type in the context I" and B a type in the context I, x : A then

by induction hypothesis [I] gy, .. 13 @ context, [Aﬂgwfu- is a type in the context [I'] gy,
and [[B]]gfvf’i . is a type in the context [I']gye, . [[A]]gwaF and therefore [[Ix : A.B] =

I ([[A]]gwfLF ) [[Bﬂgwfw> is a type in the context I" by rule (EXP)cwfy -
— Terms rules
e (VAR)Lp: if I' is a context and A is a type in the context I" then, by induction hypothesis,
[ cwe, . is & context and [[A]}gwaF is a type in [I'] and therefore [[x]]gfvé p = Apas,, 182
WILF

term of type [I'] cwe, o - [[A]]gwaF F [[A]]gwaF [p[[A]]gwaF] by rule (M-E-R)cwf;r, which we

can rewrite into [I 2 : Al gy . [[A]]gf,f,ffF by lemma 29 since PLALG e, = P, (I x:A).

o (VAR-EXT)pp: if I' is a context, A and B are types in the context I and z is a variable of
type I' = A then, by induction hypothesis, [I'] oy, . 15 @ context, HAﬂgwaF and [[B]]gwfLF
are types in the context [, . and [¥] gyy, . 8 @ term of type [y, . [[A]]gwaF and

ry:B _ .ol o r
therefore we have [z]Guwe, . = [*]cwe, {pﬂ BIS e, which is of type [I'|cwe,p s [Blowse

r . . . I
[Alcwe, by rule (TM-S)cwt, xsince py BIL,y, . 18 @ morphism of type [IMewe,p s [Blows . —

r _ I'y:B . .
[Mewe,e and [Al g, . [p[[B]]gwaJ = [[A]}CfvaF. This type can be rewritten [, B] gyr, .
r

e (ABS)pF: if I' is a context, A is a type in the context I", B is a type in the context (I, : A)

and M is a term of type (I, : A+ B) then by induction hypothesis [I'] is a con-
Ix:A
C‘flfLF

r :
[z Alcwe = [Mowty s [Alcwe . and therefore [Aza.M] = Apyyrea is a term of

Cwfpp

type II ([AﬂgwaF [B)LEA ) = [Mle : A.M]5,,,. . by rule (ABS)Cwtye-

wiLpF

text, [[AﬂgwaF is a type in the context [I']cye, ., [B] is a type in the context

CWfLF
e (App)Lp: if I' is a context, A a type in the context I', B a type in the context I',x : A,

M a term of type I' - Ilz : A.B and N a term of type I' - A then by induction }RI—
pothesis [[F]]CWfLF is a context, [[A]]SWfLF is a type in the context [[F]]CWfLF’ [[B]]va:fLF

. . r Iax:A
is a type in the context [z : Algye, = [Mewty s [Alcws e [M] x

CWfLF

type [Meowe, - 11 ([[A]]gwaF,[[B]]F"T:A ) and N is a term of type [I'] + [[A]]gwaF

CWfLF

is a term of
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and therefore [[MN]]gwaF = App ([Mﬂgwfw , [[N]]gwaF) is a term of type [[F]]waLF +

Ix:A . r _ Ix:A ~
[BlGuite [(14ir10n . IMTGwts )| = Mowtee F IBlGat, (UM (N3 : A)] 2 Moy, F

r
o (II-C)pp: if I' is a context, A is a type in the context I', B a type in the context I,z :
A, M a term of type I' - Ilx : A.B and N a term of type I' F A then by induction

hypothesis [I'] gy, . i @ context, [[A]]CWfLF is a type in the context [I'] CwiLr, [[B]]CWfLF

is a type in the context [,z : Al oy, . = [ Mowp » [[AﬂcwaF, [[M]](ijvffF is a term of type

[Mewe, F 1 ([[A]]gwfLF [BIE=A ) and N is a term of type [I'] [[A]]gwaF and therefore

CWfLF

[A2a-M) NG = A0 (A (IMIGSE, ) INIGwre ) = INIGSE, [UM(1 s 4)] =
[N [M/:E]]]gwfLF by lemma 30.

o (II-n)pF: if I' is a context, A is a type in the context I', B is a type in the context I',x :
A and M is a term of type I' - Ilz : A.B then by induction hypothesis [[']qyy, . 18 a

context, [A]L Cwiop ey

is a type in the context [I'|cye, . [Blc is a type in the context
r . r Na:A
[1,2: Algwgy, and [M]Eyg,, is a term of type [Mewg,, 11 ([ATG s, - [BlGa, ) and

CWfLF

CWfLF
therefore
Ix:A r
Daa (Ma)] = A (A (IMIGSE, - [#)6ws,s ) )
_ r
= A(8pp (IMIGwnr [P, ) O10180,, )
(TL-m) r

= [[M]]CWfLF
Moreover, the rules of gat are verified in both theories and are preserved on the nose by the inter-
pretation. a

C.2 Interpretation of CwfLr into LF

Lemma 63 (Weakening). Let I and A be pre-contexts, A and B be pre-types, M be a pre-term
and © a fresh variable. Let J be either M or A. The expression P, ([[F]]LF LT [[A]]EJLF ,A) is
defined iff [I', A, Al g and [I', Al are defined and in this case is a morphism from the former to
the latter. If [[j]]g’vefw is defined then

[T = (71 [Py (e @ s [ADE , [Ale )|

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 29. a

Lemma 64 (Substitution). Let I' and A be pre-contexts, A and B be pre-types, M and N
be pre-terms and x be a fresh variable. Let J be either A or M and suppose that [[M]]EF is

defined. The expression UM ([[F]]LF LT [[A]][[F]]LF [[A]]LF) is defined iff [I',A Kid[[pﬂLF,Mﬂ]]LF

and [I', A, Alp are both defined and in this case is a morphism from the former to the latter. If
HF]]LF’W[[A]]EI;]]LF»[[A]]LF ;

[T1ip is defined then

L e A ( MER £ R PN

Proof. The proof proceeds by induction on the lengths of the involved pre-terms, -types and -contexts
as in the proof of lemma 31. a
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Proposition 10 (Soundness). The interpretation function enjoys the following soundness prop-

erties

1. if I : Ctxt then [I'] g is a context;

2. if A: Type (I') then [[A]]E?]]LF is a type in the context [I'];

3. if M :T'F A then [[M]]EJLF is a term of type [Iyp F [[M]]E;J]LF : [[A]]EJLF;
4o T+ A= B then [Alfp™ = [Blpe™ : Type (I Typ);

5. if M=N:TF A then [M]Lge = [N]E - 1] o F [A] 2w

6. if v: A— T then VL™ : [Alie — [Tos

7oify=0: A= T then D™ = [ : [Alye — e

The last two properties are not strictly required for the proof of the equivalence between LF

and CwfLg but are required to prove the other properties.

Proof. By induction on the derivation rules.

Rules for category: the interpretation is clearly compatible with the rules (M-Assoc), (M-Ip-L)
and (M-ID-R) by definition of context morphisms (def. 24).

Rules for the functor T': the interpretation is clearly compatible with the rules (Tv-I), (Ty-ABS)
thanks to the corresponding rules in LF

Rules for TI-types

e the interpretation is clearly compatible with the rules (Exp) and (ABS) thanks to the cor-
responding rules in LF

o (II-C): if I' is a context, A a type in the context I', B a type in the context I A, N
a term of type I'  II(A,B) and M a term of type I, A + B then, by induction hy-

pothesis, [I'] p is a context, [[A]]H;‘HLF is a type in the context [I'];p, and, supposing
that [I, Alyp = [ Lr [[A]}HJLF, [[B]]EI;J]LF’I:[[AHEI;HLF is a type in the context [ g, :
[[A]]ETHLF, [[N]]E;]]LF is a term of type [I'] ¢ F [[A]]E?]]LF and [[M]]EI;JLFW[AHHLI;HLF is a term
of type [[yp. 2 : [[A]]EII;]]LF F [[B]}EZE]LF’EZHAHE]LF and therefore, by rule (II-C)Lr we have

r A [FlLr I Ia oA [FILr r
(AmﬂAﬂrFﬂLF-[{MﬂﬂLJ“ e )[[N]]“LFHLF L A | 1 Ly R iy B

. [rl
[[B]]EI;]LFleﬂA]]LF LF {[[N]][I[JI;J]LF /ZL’:| Thus we have

r -~ r :[A [TlLr r
[APP (Aa (M), M) = (Amg;m. [l e ) [N
I o [A e r
_ [[M]]EJF]]LF [AlLg |:[[N]]£F]]LF /m}
~ Iy g a:[AILIEF T/, r
= Mg Gagry, L IVIER)]

[FILr

o r ,o:[A —[[N]][[F]]LF
_ [ e 1A [Ux e mLF)]

= [or (i 185) ],

. [ry
in the type [y b (Bl e [INIE 2],

... (the other rules can be handled similarly).
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Proposition 11. The interpretations inverse of one another modulo equality
. r r
LT bue A then [[MIG, ] =M1 F 4;

r
2. if A: Typepg (I") then [[[[A]](l;wfw]] = A: Type (I');

LF
[
3. if I Fowsy A then [[[[M]]”LI;“LF]] oM TEA;
CWfLF[[F]]
. r
4. if A: Typegwr, . (I') then [[[[A]]EFHLF]] "= A: Type (.
CWfLF

Proof. By induction on terms, types and contexts.
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