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  Introduction:
Why FAIR Machine Learning is important?

Part 1 
11/18
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Three known cases of biased ML: Real world 
applications where fairness is critical, Sources of 
bias 

Fairness concepts: Equality of treatment, Equality of 
Outcome 

Legislation: GDPR, Anti-discrimination, US 
equivalent

Analysing and discussing the ethical risks of a given 
ML scenario (group work) 

Proposing an action plan for the ethical 
implementation and deployment of the ML solution 
(group work) 

Student group presentations on action plan for the 
ethical implementation and deployment of the ML 
solution

Theory Practice

Expected Outcome To be able to critically reason applying fairness concepts to a given 
scenario 



  Achieving Fairness:

Part 2 
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Fairness metrics: Group fairness, Individual fairness 

Mitigating bias: Pre-processing, In-processing, Post 
processing 

Fairness in the context of Trustworthy Machine 
Learning: synergies and tensions

Fairness in business practice (guest speaker) 

Measuring bias practical exercises 

Mitigating bias practical exercises

Theory Practice

Measuring and mitigating bias

Expected Outcome Know the fairness metrics, mitigating approaches. Be able to choose 
and implement the most plausible technique for a given scenario.



  Causality framework

Part 2 
12/16
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The problem with statistical notions: Observational 
vs experimental analysis, Simpson’s paradox 

Basic notions of causality: Causal graph, do-
operator, Counterfactuals 

Causal fairness metrics 

Causal fairness in practice: Causal graph availability, 
Identifiability, Estimation

Causal Fairness tools and libraries 

Measuring bias using basic causal metrics practical 
exercises 

Comparison with statistical metrics

Theory Practice

for fairness in machine learning

Expected Outcome Understand the difference between the statistical and causal approach. 
Be able to discuss arguments for causal approach and implement it in 
practice.



Course Materials, Exams and Evaluation
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https://arxiv.org/abs/2006.16745

Required Readings:

Optional:



  Introduction: Why Fairness? 
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 AI in the Real World
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https://www.forbes.com/sites/bernardmarr/2020/07/17/5-
ways-self-driving-cars-could-make-our-world-and-our-
lives-better/?sh=3706883442a3

https://sitn.hms.harvard.edu/flash/2020/racial-
discrimination-in-face-recognition-technology/

https://www.hindustantimes.com/education/news/use-
of-tech-like-ai-and-ml-has-the-potential-to-transform-
higher-education-101668513305169.html



  Trustworthy AI 
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Legal Reasons

User Trust

Intertwined relations

Explainable

Safe

Robust

Accountable

Private

Fair

Accurate



  Three Cases of Biased ML

Ruta Binkyte – November 2022



What happened? The algorithm built 
to pre-filter tech job candidates 
discriminated agains women. 

Why? Not enough women in tech to 
train the algorithm

Gender Bias
In hiring

Case 1
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Hiring tool 
discriminates 

against women



Racial Bias
In Face Recognition

Case 2
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What happened? The algorithms for 
face recognition have much lower 
accuracy for darker female faces. 

Why? Black women underrepresented 
in the training data.

Darker female 
faces are harder 
to recognise with 
computer vision 

algorithms

https://www.youtube.com/watch?v=jZl55PsfZJQ


Racial Bias
In healthcare AI

Case 3

What happened? The algorithm built 
to predict the need for medical 
interventions (sickness) would give 
lower score for black patients who 
where the same or more sick than the 
white ones with the same score. 

Why? The proxy used for “sickness” 
was healthcare spending, which 
correlated with lower income 
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Black Patients 
where 

systematically 
underscored for 

the medical 
interventions



  Sources of Bias

Ruta Binkyte – November 2022



  Is the algorithmic discrimination intentional?
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  Machine Learning Process
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The Learning Process

Raw Data

Features/Attributes

The Prediction

The Decision
Feed Back Loop



  Bias in the Data
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Sample Bias

Historical Bias

The sample is not representative of population 

The algorithm will misclassify the minority group

The sample is representative of population, but  
contains historical biases  

The algorithm will learn historical discrimination

Population Sampling Data

https://www.britannica.com/topic/racial-segregation

https://en.wikipedia.org/wiki/
Women%27s_rights



 Examples of historical biases:
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Lower income among women and  
ethnic/racial minority groups 

Gender and racial gaps in SAT scores 

Car safety standards built according  
to male body types 

Lower representation in the data and  
nunfavouring technical  
calibration of cameras for darker skin 

https://history.wustl.edu/news/how-black-death-made-life-better



 Does underrepresentation bias imply historical bias?

Ruta Binkyte – November 2022

Not necessarily!

https://www.ft.com/content/7c32c7a8-172e-11ea-9ee4-11f260415385 https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html



  Bias in Feature Selection 
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A reminder on features used for ML models

Y - The label in the data 
 - The prediction 

 - The attributes (Features) 
S - The sensitive attribute (also known as A) such as gender, race, age, 
sexual orientation etc. 
A Proxy - An attribute that correlates with other feature we want to use or 
predict. When it is correlated with the sensitive attribute and used in the 
prediction we call it proxy discrimination. For example, medical spending 
correlates with race. 
  

̂Y
X1 . . . Xn



  Bias in Feature Selection 
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What we want to predict

What it actually predicts

Medical Spending

Medical needs

Financial Status

It’s not only unfair, it is also inaccurate!



Learning from Biased Data: Finding Patterns
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Experience Education Gender Hiring Decision

>5

>5

<5
<5

<5
>5

BSc

BSc

BSc

MSc
MSc

MSc
MSc

F

F

F
F

M

M

M

|>5  = 3/4

|<5  = 2/4

| BSc  = 2/4

| MSc  = 2/4

| M  = 4/4

| F  = 1/4
<5

What would be most 
the predictive 
feature?



Learning from Biased Data: Complexity
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https://fr.m.wikipedia.org/wiki/Fichier:Decision_Tree_vs._Random_Forest.png https://hal.archives-ouvertes.fr/hal-01393227/file/sigweb_newsletter_latex.pdf

Dang, Q. V., & Ignat, C. L. (2016). Quality assessment of wikipedia articles: A deep learning 
approach by quang vinh dang and claudia-lavinia ignat with martin vesely as coordinator. ACM 
SIGWEB Newsletter, (Autumn), 1-6.



  Bias in the Prediction and Decision
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  The Feed Back Loop
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The Learning Process

Raw Data

Features/Attributes

The Prediction

The Decision

New Data



  If you are interested to read more
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https://arxiv.org/abs/1901.10002



  Sources of Bias:
Summary
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The algorithmic discrimination is most often 
unintentional 

Data is the main source of unfair bias. 

The most common biases in the data are 
Underrepresentation Bias (Data is not representative of 
the population) and Historical Bias (The data reflects the 
historical discrimination) 

The bias transmitted through data can be amplified in 
other stages of machine learning cycle

The Algorithm can be more or less able to pick up 
subtle correlations and proxies, also be more or less 
explainable. 

The decision maker can be biased to blindly trust 
the algorithm or confirm pre-existing prejudices. 

Most Importantly: algorithmic predictions can scale 
the bias by feeding it back to the data. 



  Approaches to Fairness
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  Approaches to Fairness
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Equality

Equity

Equality and Equity

Everyone gets equal treatment

Everyone gets according  
to the needs or merits



 Approaches to Fairness
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Equality of treatment Equity of gain

Equality and Equity

Equity by meritEquity of loss



 Approaches to Fairness
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Groups and Individuals
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https://www.moralmachine.net/


 Moral Dilemmas
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Cultural Perspectives

Built to last centuries Built to survive earthquakes and tornados

Conservated and turned into museums to preserve 
historical heritage

Torn down and rebuilt every 30 years to keep  
historical heritage alive



 Fair Distribution
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Back to running examples

Who should get the job? 

• Equality? 
• Equity by merit? 
• Equity by need?

Who should get medical priority? 

• Equality? 
• Equity by merit? 
• Equity by need?

Who should be recognised? 
Eg. Smart Phone screen lock 

• Equality? 
• Equity by merit? 
• Equity by need?



 Fair Distribution
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Other examples?

No one gets the fastest road, but everyone arrives 
faster than without the traffic re-distribution 



  Approaches to Fairness:
Summary
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Equality - everyone is treated the same or gets 
equal share of the resources to be distributed. 

Equity - everyone gets a share proportional to 
ones merits or needs. 

There is no “one fits all” fairness approach. 

What is “fair” highly depends on the specific domain 
and situation. 

Fairness choices can also vary across cultures  



  Legislation and Organisations
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  Relevant Legal Frameworks
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EU Charter on Fundamental Rights: against 
discrimination on grounds of race and ethnic 
origin, religion or belief, disability, age or sexual 
orientation, gender 

Disparate Impact Legal Framework (US) 

Fair Housing Act (US) 

A right to an explanation of algorithmic decision in 
the cases of high impact 

A high impact decision should not be fully 
automated 

The data subject agency on how the personal 
information is collected and used

Anti-Discrimination Law GDPR (EU)



  Legislation and Organisations:
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High Level Expert Group on AI https://digital-
strategy.ec.europa.eu/en/policies/expert-group-ai  

OECD AI Policy Observatory https://oecd.ai/en/  

AlgorithmWatch https://algorithmwatch.org/en/  

Algorithmic Justice League https://www.ajl.org/ 

The European AI Act Fair AI Actors

https://static1.squarespace.com/static/5e13e4b93175437bccfc4545/t/
623254b3e9ae96717d593c10/1647465652248/reflections-on-the-EUs-AI-
act-and-how-we-could-make-it-even-better-meeri-haataja-joanna-j-
bryson.pdf

And many more!

Optional Reading

https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
https://digital-strategy.ec.europa.eu/en/policies/expert-group-ai
https://oecd.ai/en/
https://algorithmwatch.org/en/
https://www.ajl.org/


  Practical Exercises
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  The Questions to Ask
The exercise
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Who will benefit from the solution? Do you think 
that AI solution can help to achieve company’s 
goals? 

How would you describe current demographics in 
the company? 

What groups in the company are disadvantaged/
underrepresented? Why? Should you use their 
identifiers in the model? 

Where does the data come from? Is it 
representative? Can there be historical biases 
present? 
What do you want an algorithm to predict?What 
features can be (not) suitable for the prediction? 
Why? 

What features could correlate with a disadvantaged 
group? 

What fairness approach would be suitable for this 
scenario? Why? 

Is explainability crucial for this case? How would you 
explain an outcome to the employees? 

Do you think a human manager should take a final 
decision (with AI only as a recommender)? 

What other legal or ethical issues can be anticipated? Do 
you have suggestions on data collection and quantity, 
additional features or ML building team education/
diversity? 



  Scenario: Promotion Tool
The Context and the Goal

Ruta Binkyte – November 2022

The French tech company wants an algorithm to 
predict what employees should be considered for 
promotion. The HR department is overloaded, 
besides the management expects AI decisions to be 
more neutral and fair. The company hopes to 
increase diversity and equality and to recognise 
potential talents, that might have been missed 
otherwise. 

The values that the company wants to promote are 
expertise, leadership and social skills. 

If the model is successful in France the company 
wants to deploy it in its branches in West Africa 



  Scenario: Promotion Tool
Current Statistics
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Women
46 % Men

54 %
Majority

88 %

Ethinic Minority
12 %

Men
86 %

Women
14 %

Majority
89 %

Ethnic Minority
11 %

All Employees All Employees Managers Managers



  Scenario: Promotion Tool
The Data Company Collects
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Previous promotions 

Hours spent at work (including extra hours) 

Plays Football (team sports considered to be 
informative of leadership and social skills) 

Participation at team-building and social events  

Opinion of co-workers 

Taking professional courses 

Presenting at the conferences 

Having lunch in company’s cafe with colleagues 
(based on face recognition from the security camera 
operating in the cafe). 

Proposing innovative ideas at the meetings 

Unstructured content from the Instagram account 

Number of high social status friends on Social Media 

Previously used criteria Additional criteria considered for the model



How to build fair models?
Some rules of thumb
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Clearly formulate what you want to predict 

Think if data/features are suitable for this goal 

Think about vulnerable groups and individuals that can be 
affected. 

Can the attributes used, the way they are measured or the 
way data is collected include historical or 
underrepresentation bias? Always keep metadata for the 
future reference. 

In general it is better to keep the group attribute in the 
data for measuring and mitigating bias. Removing it from 
the data only opens door to proxy discrimination. 

More tools for handling bias in the next lecture!

In general we assume person’s ability or merit to be 
independent of the demographic features such as 
gender or race. That is why good and fair prediction 
has to be independent of those attributes, even if 
there is accidental or historical correlations in the 
data. 

However, in medical scenarios, for example breast 
cancer prediction, not using gender would have an 
adverse result both on fairness and accuracy.



advancing education 
in artificial intelligence


