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Abstract

We present an efficient algorithm to find a realization of a (full) n x n squared
Fuclidean distance matrix in the smallest possible dimension. Most existing algo-
rithms work in a given dimension: most of these can be transformed to an algorithm
to find the minimum dimension, but gain a logarithmic factor of n in their worst-
case running time. Our algorithm performs cubically in n (and linearly when the
dimension is fixed, which happens in most applications).
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1 Introduction

The problem of adjustment of distances among points has been studied since
the first decades of the 20th century [2]. It can be formally defined as follows:
Let D be a n x n symmetric hollow (i.e., with zero diagonal) matrix with non-
negative elements. We say that D is a squared Euclidean Distance Matrix
(EDM) if there are zy, s, ..., x, € RE for a positive integer K, such that

D(i,j5) = Dyj = ||=; —l'sz,Z',j e{1,...,n},

where || - || denotes the Euclidean norm. The smallest K for which such a set
of points exists is called the embedding dimension of D, denoted by dim(D).
If D is not an EDM, we define dim(D) = oc.

We are concerned with the problem of determining dim(D) for a given
symmetric hollow matrix D. If dim(D) = K < oo, we also want to determine
a sequence x = (1,...,2,) of n points in R¥ such that D is the EDM of .
We emphasize that D is a full matrix.

In the literature we prevalently find efficient methods for solving a related
problem, i.e. whenever K is given as part of the input (see e.g. [1,6,7]). Each
of these algorithms can be used within a bisection search to determine the
embedding dimension, incurring a multiplicative factor of O(log(n)) to their
running time. These algorithms also require the embedding of a clique in
R a task that demands O(K?) time. If we assume K is not given as part
of the input, then we can assume that K is O(n) (although tighter bounds
exist [8]). Thus, any of these algorithms can be used within a bisection search
for a total time of O(n®log(n)), in the worst case. We propose an algorithm
which accomplishes the same task in O(n?) time. If the embedding dimension
is known, all algorithms (ours, as well as those in [1,6,7]) reduce to linear time
in n.

Our algorithm is based on the problem of determining the intersection of
K spheres in R where K varies during the algorithm. The problem of deter-
mining the intersections of spheres is well known, as are its applications (see,
e.g. [2]). We numerically compare the algorithm with an existing technique
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available in the literature, and show that our approach is superior in terms of
realization quality.

2 Some results about EDM

In this section we present the theoretical basis of our algorithm. Let [n] =
{1,...,n}and [ny,ns] = {ny,n1+1, -+, ny—1,ny}. Furthermore, if U,V C [n]

such that V = {wvy,...,v,,},U = {u1,...,un,} and D is a n X n matrix, then
D(V,U) = (d;;) is the submatrix of D such that d;; = D(v;, u;) with i € [nq] e
J € [n2]. Given a positive integer n, we define {z;}I' | = {1, 22, ..., Tp_1, Ts}.

Given a EDM of order n, the following lemma establishes that the embed-
ding dimension of the given EDM is greater than the embedding dimension of
any of its (n — 1)-th principal submatrices by at most one.

Lemma 2.1 Let D be a (n+1) x (n+1) EDM. Ifdim(D([n], [n])) = K, then
dim(D) € {K, K + 1}.

The next lemma ensures that, given a set S of n points that realizes the
n-th principal submatrix of a EDM of order n + 1 and embedding dimension
at most m, S can be augmented into a realizing set for the full matrix.

Lemma 2.2 Let D be a (n+ 1) X (n+ 1) EDM, and let dim(D) < m. Ad-
ditionally, let {z;}7_, C R™ be a set of points which realizes D([n], [n]), the
n-th principal submatriz of D. Then there exists 1,1 € R™ such that {x;}1 4}
realizes D.

The following theorem establishes necessary and sufficient conditions for a
n x n symmetric hollow matrix with non-negative elements to be a EDM. If
this matrix is a EDM with dim(D) = K, then there exists a set of points which
realizes the given matrix such that K of them form a triangular structure in
some sense, as explained below.

Theorem 2.3 Let K be a positive integer and D be a n x n symmetric hollow
matriz with non-negative elements. D is a EDM with dim(D) = K if and only
if there exist {z;}7, C RX and an index set [ = {z]}szﬁl C [n] such that

SL’Z'l = 0

xl;(z) = 07] € [27K+ 1]7Z € []7[(}7

where {x;}_, realizes D.



The theorem can be proved by induction using the Lemmata 2.1 and 2.2.
This induction process suggests an algorithm to verify whether or not a matrix
D is a EDM and, if so, to determine an embedding in the least possible di-
mension. The procedure is shown in Alg. 1, and we refer to it as edmsph, from
“EDM” and “sphere”. The pseudocode makes use of a function expand(z)
which endows point vectors in the sequence z with an additional zero compo-
nent. We denote the sphere centered in p € RE*! with radius r by S¥(p, 7).

Algorithm 1 K = edmsph(D, x)
1: IT={1,2}

2 K=1

3 (z1,22) = (0, \/ITQ)

4: for i € {3,...,n} do

ot I'= ﬂ SK(:L'j,Dij)

jel
6: if ' =2 then
T return oo
8 elseif I' = {p;} then
9: Ti = Dpi
10: else if ' = {p;,p; } then
11: T = pj
12: x + expand(x)
13: I+ TU{i}
14: K+ K+1
15:  else
16: error: dim aff(span(z7)) < K —1
17 end if
18: end for

19: return K

We remark that, given K spheres in R¥, we assume their centers are in
general position, i.e. they span a (K — 1)-dimensional affine space. Then
we have at most two points in the intersection of these spheres: we have
no point if the intersection is empty, one point if the intersection lies in the
(K — 1)-dimensional affine space generated by the centers, and two points if
there are no points of the intersection in the (K — 1)-dimensional affine space
generated by the centers. Using trilateration on the appropriately indexed
points guaranteed by Thm. 2.3, finding I' in Alg. 1 requires solving a triangular
linear system of order K, for K € [2,dim(D)], which can be carried out in
time proportional to K2 per iteration. This leads to a total time of O(n?) in
the worst case.



3 Numerical Experiments

In [1] Dattorro developed isedm, an algorithm for checking whether a given
symmetric hollow matrix D with non-negative entries is a EDM. The algorithm
was based on a relationship between PSMs and EDMs from [3].

In the first series of experiments, we used the instances proposed by Moré
and Wu [5], consisting of structures with s elements (s € N) positioned on the
three-dimensional lattice defined by {(iy,42,i3) € R3|0 < iy < s—1,k € [3]},
for s € [2,10]. The second and third columns in Table 1 shows the results of
those experiments. Each entry reports the Stress value, given by the Frobenius
norm between the original and obtained matrices.

A possible explanation for the significant difference between the Stress val-
ues obtained by the algorithms is the sensitivity of the spectral decomposition
applied in the isedm routine. The edmsph algorithm is more stable in that
respect because it solves a triangular linear system at each iteration. In or-
der to improve the results of isedm we rewrote the algorithm using singular
value decomposition instead of spectral decomposition. This “new” routine
is called isedmy and its results on the Moré-Wu constructions are presented
in last column of the Table 1. In all experiments reported in this paper all
algorithms obtained the correct embedding dimension.

s edmsph isedm isedmy

6 | 4.2862 x 10712 | 1.4213 x 10192 | 4.3257 x 10~12
7 1 1.1311 x 10711 | 2.2174 x 10192 | 1.0699 x 1011
8 || 2.6081 x 10711 | 1.8635 x 10793 | 2.3190 x 1011
9 | 1.2382 x 10719 | 1.9240 x 10193 | 1.8667 x 1010
10 || 1.2037 x 10710 | 8.1544 x 10793 | 2.8984 x 1010

Table 1
Stress values obtained on Moré-Wu instances.

In the second series of experiments we generated 500 artificial molecular
instances, with 1,000 points each, built according to the ideas of Lavor [4].
The Stress values obtained by edmsph were smaller than those obtained by
isedm; in 412 of the datasets, amounting to 82.4% of the experiments.

Finally, in the third series of experiments we used 69 proteins from the
Protein Data Bank with number of atoms ranging from 356 to 1,997. Stress
values of edmsph were smaller than those of isedms in 40 of the datasets.



4 Conclusions

We introduced an algorithm that decides whether a given symmetric hollow
(i.e., with zero diagonal) matrix with nonnegative elements is a EDM. Addi-
tionally, if the matrix is indeed a EDM, the procedure computes the matrix’s
embedding dimension, alongside an actual embedding. Further work will fo-
cus on dealing with noisy distance data, and to the rank deficient case where
the centers of K spheres in RX do not span a (K — 1)-dimensional subspace.
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