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Abstract. The heart of Schoof’s algorithm for computing the cardinality \( m \) of an elliptic curve over a finite field is the computation of \( m \) modulo small primes \( t \). Elkies and Atkin have designed practical improvements to the basic algorithm, that make use of “good” primes \( t \). We show how to use powers of good primes in an efficient way. This is done by computing isogenies between curves over the ground field. We investigate the properties of the “isogeny cycles” that appear.

1. Introduction

Let \( E \) be an elliptic curve over a finite field \( \mathbb{F}_q \) where \( q = p^r \), \( p \) prime. The curve is given by some equation \( E(X, Y) = 0 \) in Weierstrass form

\[
E(X, Y) = Y^2 + a_1 XY + a_2 Y - (X^3 + a_2 X^2 + a_3 X + a_6)
\]

so that a generic point on the curve is given by \((X, Y) \mod E\). Let \( m \) be the number of points of \( E \). It is well known that \( m = q + 1 - t \), with \( t \) an integer satisfying \(|t| \leq 2\sqrt{q} \). If \( q \) is small the problem of computing the cardinality of \( E \) is easy; one can simply enumerate all the points on \( E \). When \( q \) is moderately large, say \( q \approx 10^{30} \) (see for example [5] for \( q \) prime), one can use Shanks’s baby-steps giant-steps method. When \( q \) is larger, say \( q \) up to \( 10^{600} \), one must use School’s algorithm, or more precisely the improvements of Atkin, Elkies and more recently Couveignes to the basic scheme.

From a historical point of view, the emphasis was first put on finite fields of large prime characteristic. We note that Atkin gave some improvements to Schoof’s algorithm as early as 1986 [1], coming up with the use of modular equations in 1988 [2]. In 1989, Elkies [13], described the use of good primes, some details of which were given in [6]. Then, in 1992, Atkin [3] gave the major improvements to Elkies’ scheme and made it very practical, his record (March 1994) being computing the cardinality of \( E_1 : Y^2 = X^3 + 105X + 78153 \) modulo \( 10^{270} + 693 \). Other implementations include that of Müller [22] and of the third author [20], the record being the computation of the cardinality of \( E_X : Y^2 = X^3 + 4589X + 91128 \) modulo \( 10^{499} + 153 \) (see [18, 20]). Recently, Schoof has written an account of the relevant theory in [24]. Some algorithmic details are given in [20] (see also [22]).

Elkies’s ideas for the computation of isogenies between elliptic curves, although quite efficient when the characteristic is large do not apply as soon as we need to compute isogenies of degree greater than the characteristic. This will happen each time the field we consider is not primitive. A first solution to this problem was given by the first author replacing part of the modular formulae by considerations on formal groups and their isomorphisms [7, 8]. Lercier and the third author have implemented this algorithm for the case of \( q = 2^r \), \( r \) up to 1009 [18, 17]. The theoretical aspects of the implementation for any \( p \) small are given in [17]. Note also that Lercier [16] has given a different algorithm for the special case \( p = 2 \). More recently, the first author [9] has given a new algorithm for all \( p \).
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Schoof’s algorithm computes $t \mod \ell$ for sufficiently many small primes $\ell$, performing arithmetic modulo polynomials of degree $O(\ell^2)$. The basic algorithm can be extended to the case of prime powers $\ell^n$ as well. In Elkies’ improvements, a prime $\ell$ can be either good or bad. When $\ell$ is good, one can compute $t \mod \ell$ more rapidly than in Schoof’s basic approach, performing arithmetic modulo polynomials of degree $O(\ell)$. Moreover, one can in this case compute $t \mod \ell^n$ pretty much as in Schoof’s case. However, one can do better in this case, and the purpose of this paper is to explain how this can be done.

Though the methods to be described do not improve on the complexity of the whole algorithm, they speed up the computations in practice and they are at the heart of the recent records.

We need to review first Schoof’s algorithm, then we give a rough explanation of the improvements of Elkies and Atkin. After that, we explain the role of isogenies and deduce from that three algorithms that enable one to compute $t \mod \ell^n$. We note that our method has some common points with that of [19], but in a different context.

2. A rough description of the Schoof-Atkin-Elkies ideas

2.1. The basic scheme. We refer to [23]. Let $E$ be a non-supersingular elliptic curve defined over $\mathbb{F}_\ell$. We recall that if $\pi$ denotes the Frobenius action on the curve, then the ring of endomorphisms of the curve contains $\mathbb{Z}[\pi]$ and $\pi$ satisfies the following degree 2 equation

$$
\pi^2 - t\pi + q = 0,
$$

where $t$ is related to the cardinality of the curve by $\#E(\mathbb{F}_\ell) = q + 1 - t$ and satisfies $|t| \leq 2\sqrt{q}$.

Let $\ell$ be some prime number. Then $\pi$ induces an automorphism of the $\ell$-torsion space $E[\ell]$ which extends to Tate’s module $T_\ell(E)$. Of course, equality (1) holds if we consider $\pi$ as an element of $GL(E[\ell])$ or $GL(T_\ell(E))$. This remark leads to Schoof’s idea: compute $t$ modulo $\ell$ by looking at the action of $\pi$ on the $\ell$-torsion.

To achieve this goal, one first needs to compute the $\ell$-torsion polynomial of $E$, $f_\ell^E(X)$, using the well known recurrence formulae (see for instance [17] for formulas valid in any characteristic). Then, a nonzero $\ell$-torsion point on $E$ is given by

$$(X, Y) \mod (\ell(X, Y), f_\ell^E(X)),$$

so that, for any residue $\lambda \mod \ell$, one can test whether the trace of $\pi$ is $\lambda$ by checking the following identity, written in homogeneous coordinates:

$$(X^{\ell^2}, Y^{\ell^2}, 1) \oplus [\lambda](X^q, Y^q, 1) \oplus [q](X, Y, 1) = (0, 1, 0) \mod (E, f_\ell^E).$$

For some $\lambda$ the above equality will hold thus giving $t \mod \ell$. If one does the same computation for enough primes $\ell_i$ (i.e., such that $\prod_i \ell_i > 4\sqrt{q}$), then one knows the cardinality of $E$.

This leads to a polynomial time algorithm. From a practical point of view, the problem is the size of the torsion polynomials. Indeed, $f_\ell^E(X)$ is of degree $O(\ell^2)$. In practice one cannot hope to compute $t \mod \ell$ in this way for $\ell > 31$, say.

2.2. Elkies’ ideas. The whole theoretical background for this section can be found in [15], particularly chapters 12 and 13. In order to simplify the exposition, we assume $\ell$ is an odd prime (the case $\ell = 2$ will be treated in section 6).

The center of Elkies’ ideas [13] is that if $\text{disc}(\pi) = \ell^2 - 4q$ is a nonzero square modulo $\ell$ (the zero case works as well but in a slightly different way, see section 6) then $\pi$ has two rational distinct eigenvalues $\tau_1$ and $\tau_2$ in $\mathbb{F}_\ell$ and even in $\mathbb{Z}_\ell$. Then, Tate’s module decomposes as a sum of the two corresponding rational eigenspaces

$$T_\ell(E) = T_1^E \oplus T_2^E$$

and the $\ell$-torsion as well. Such a prime $\ell$ is called good, and bad in the other case. (Note that a bad case has nothing to do with the pathological cases that will be introduced in section 6.)
We know that there exist $\ell + 1$ isogenies of degree $\ell$

$$E \xrightarrow{\iota} E_u, \ 1 \leq u \leq \ell + 1$$

and we are looking for some explicit knowledge about these isogenies, such as their field of definition or their kernel for example. The kernel of those isogenies are the one dimensional eigenspaces of the $\ell$-torsion. Furthermore, their definition field is the definition field of their kernel. Indeed, $E_u$ is just defined to be the quotient of $E$ by the corresponding linear subspace. So, the existence of two rational eigenvalues for the Frobenius implies the existence of two isogenies defined over the base field, each isogeny being of degree $\ell$. We thus have two isogenous curves $E_i$, for $i = 1, 2$, given by some equations $E_i(X, Y) = 0$ together with two isogenies $I_1 : E \to E_1$ and $I_2 : E \to E_2$, with kernel $T_1^E \cap E[\ell]$ and $T_2^E \cap E[\ell]$. For $P = (X, Y)$ mod $E$ a point on $E$, on each curve $E_i$, $i = 1, 2$, one has

$$I_i(P) = \left( \frac{k_i(X)}{h_i^2(X)}, \frac{g_i(X, Y)}{h_i^3(X)} \right) \mod E_i$$

where $h_i$ is a polynomial of degree $(\ell - 1)/2$. Therefore, the $\ell$-torsion polynomial will have two (not necessarily irreducible) factors $h_1$ and $h_2$ of degree $(\ell - 1)/2$, each corresponding to an eigenvalue.

All along the paper, we represent the $\ell$-torsion on some elliptic curve as a parallelogram with sides the “rational directions”. The picture for $\ell = 5$ is given in Figure 1.

![Figure 1. The 5-torsion structure](image)

A nonzero point in $T_1^E \cap E[\ell]$ is given by $(X, Y)$ mod $(E(X, Y), h_1(X))$, which is much nicer than the above, because of the degree of $h_1$. In view of those considerations, one would like to replace, in Schoof’s algorithm, the torsion polynomial by some rational factor $h_i$ when it exists. Or, more conceptually, the $[\ell]$-isogeny by some isogeny of degree $\ell$.

We now need to compute the $I_i$’s, and firstly the $h_i$’s. Brute force factorization of $f_\ell^E$ would be even more difficult than the whole Schoof’s method since we would need to compute

$$X^{(d^2-1)/2} \mod f_\ell^E$$

for some integer $d$. We will explain next how to do compute $I_i$ efficiently.

2.3. Computing isogenies over $\mathbb{C}$. It is easier to consider this particular case first. Details are given in [3, 13, 6, 20, 22].

Suppose that we are dealing with a complex curve $E = \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z})$, of invariant $j(\tau)$ with $\Im(\tau) > 0$. The curve $E$ admits an equation of the form $Y^2 = X^3 + AX + B$. Let $\Phi_\ell(X, Y)$ be the modular equation of index $\ell$, that is the algebraic relation between $j(x)$ and $j(\ell x)$ (with $x = \exp(2i\pi\tau)$):

$$\Phi_\ell(X, Y) = \sum_{r=1}^{\ell+1} C_r(Y) X^r$$
where the \(C_r\)'s have integer coefficients and \(C_{\ell+1}(Y) = 1\). Then one knows that \(E\) and \(E'\) are \(\ell\)-isogenous if and only if \(\Phi_\ell(j(E'), j(E)) = 0\). In other words, the \(j\)-invariant of the curves \(E'\) that \(\ell\)-isogenous to \(E\) are the roots of \(\Phi_\ell(X, j(E)) = 0\).

Let \(\varphi(z)\) denote the Weierstrass function of \(E\):

\[
\varphi(z) = \frac{1}{z^2} + \sum_{k=1}^{\infty} c_k z^{2k}
\]

where the \(c_k\) are in \(\mathbb{Q}(A, B)\): \(c_1 = -A/5, c_2 = -B/7\), and for \(k \geq 3\):

\[
c_k = \frac{3}{(k-2)(2k+3)} \sum_{h=1}^{k-2} c_h c_{k-1-h}.
\]

For \(\ell\) odd, the \(\ell\)-th division polynomial is then simply

\[
f_\ell(X) = \ell \prod_{0 \leq r \leq (\ell-1)/2} (X - \varphi((r + s\tau)/\ell))
\]

and is in fact in \(\mathbb{Q}(A, B)[X]\). This polynomial has a factor

\[
h_\ell(X) = \prod_{r=1}^{(\ell-1)/2} (X - \varphi(r/\ell))
\]

which has coefficients in an extension of degree \(\ell + 1\) of \(\mathbb{Q}(A, B)\). We let

\[
p_\ell = \sum_{r=1}^{(\ell-1)/2} \varphi(r/\ell)^k
\]

Elkies shows how to compute all \(p_\ell\)'s using only \(p_1, p_2\) and \(p_3\). He also shows that \(p_1\) can be obtained as a root of a degree \(\ell + 1\) equation, whereas \(p_2\) and \(p_3\) can be obtained from the coefficients \(A_1\) and \(B_1\) of the curve \(E_1 = \mathbb{C}/(\mathbb{Z} + \tau\mathbb{Z})\) which is isogenous to \(E\). We make the important remark that the periods of \(E_1\) are the image of that of \(E\) by the Atkin-Lehner involution, \(W_\ell(F(\tau)) = F(-1/\ell\tau)\) for any function \(F\) (of weight 0), and in particular \(W_\ell(j(\tau)) = j(-1/\ell\tau) = j(\ell\tau)\).

In Atkin’s approach, one uses any modular relation between \(j(x)\) and a function \(F(x)\) on \(\Gamma_0(\ell)\). Atkin distinguishes between two types of modular equations: the “canonical” one and the “star” one. In the first case, one uses the function \(F_\ell(\tau) = \ell^s(\eta(\ell\tau)/\eta(\tau))^{2s}\) where \(s = 12/\gcd(12, \ell - 1)\). As Atkin shows, with this function, it is easy to compute \(j_1 = j(\ell\tau)\) using \(F_1 = F_\ell(\tau)\) without finding the roots of \(\Phi_\ell(W_\ell(F_1), Y) = \Phi_\ell(\ell^s/F_1, Y)\), but on the other hand the valence of \(F_\ell\) grows linearly as a function of \(\ell\). In the star case, one uses a function with smallest possible valence on \(X_0(\ell) = X_0(\ell)/W_\ell\). This has the advantage of having a very small valence, but we have then to compute the roots of \(\Phi_\ell(W_\ell(F_1), Y) = \Phi_\ell(F_1, Y)\). One can compute all quantities \(p_1, A_1\) and \(B_1\) using algebraic relations as explained in the references. We will denote by \(\Psi_\ell\) any modular equation.

2.4. Over \(\mathbb{F}_q\). Let \(E\) be any elliptic curve. As above, the roots of \(\Psi_\ell(X, j(E))\) define elliptic curves over an extension field \(\mathbb{F}_{q^e}\), which are \(\ell\)-isogenous to \(E\) over \(\mathbb{F}_{q^e}\). The splitting of \(\Psi_\ell(X, j(E))\) is described by Galois theory and can be of the form: \(((1 r \ldots r)\), in which case there are two curves defined over \(\mathbb{F}_q\) - this is the good case; \((r \ldots r)\) - this is the bad case; \((1 \ell)\) or \((1 \ldots 1)\) - two pathological cases (see section 6). In each of the first two cases, \(r\) is the order of \(\alpha/\beta\) where \(\alpha\) and \(\beta\) are the roots of \(X^2 - tX + q = 0\) in \(\mathbb{F}_r\) or \(\mathbb{F}_{\ell^2}\).

Now suppose we are in the good case. We have to distinguish two cases: the first one (referred to later on as \textsc{Caselarge}) is when one can use the Weierstrass equation form of \(E\) and \(p\) is large
enough compared to \( \ell \) to be able to use the formulas of section 2.3 that involve small denominators. This in turn implies \( p \geq \ell c \) for some small constant \( c \). The second case, \( \text{CASE SMALL} \), corresponds to \( p < \ell c \) and encompasses the case \( p = 2 \) or \( p = 3 \) where we cannot use the Weierstrass normal form. In this case, one must use Couveignes’s algorithms [7, 17, 9] or Lercier’s method [16] to compute \( I_1 \).

2.5. **The algorithm in brief.** We summarize the results given above as follows:

**procedure** \( \text{FIND T ModL (E, p, } \ell \rangle \)

1. compute a modular equation \( \Psi_{\ell}(X, Y) \);
2. if \( \Psi_{\ell}(X, j(E)) \) has two roots in \( \mathbb{F}_q \) then
   
   (a) compute \( h_1 \) using the techniques described above;
   (b) find the eigenvalue \( \tau \), \( 0 < \tau < \ell \) such that
   \[
   (X^q, Y^q) = [\tau](X, Y) \mod (\mathcal{E}(X, Y), h_1(X))
   \]
   in \( \mathbb{F}_q \);
   (c) compute \( t \equiv (\tau^2 + q)/\tau \mod \ell \).

If \( \Psi_{\ell}(X, j(E)) \) has 1 or \( \ell + 1 \) roots, then we know that \( t^2 \equiv 4q \mod \ell \) (see [3]). In the case where \( \Psi_{\ell} \) has no roots, one can use restrictions on \( t \) given by the splitting of \( \Psi \). See the references given for more details.

3. **Walking along the rational cycles of isogenous curves**

3.1. **Theory.** We now suppose that \( \pi \in GL(T_2) \) has two distinct rational eigenvalues \( \tau_1 \) and \( \tau_2 \). We notice that, since the two isogenies \( I_1 \) and \( I_2 \) are rational, they commute with \( \pi \). This implies that on the isogenous curves, the eigenvalues of the Frobenius are the same, so we can define \( T_{ij}^{E_j} \) for \( i, j \in \{1, 2\} \) as the eigenspace of the Tate module of \( E_j \) associated to the eigenvalue \( \tau_i \). Since the eigenspaces \( T_{11}^{E_1} \) and \( T_{12}^{E_2} \) are independent, \( I_1 \) induces a bijection between \( T_{12}^{E_2} \) and the corresponding eigenspace on \( E_2 \) and reciprocally \( I_2 \) induces a bijection between \( T_{12}^{E_1} \) and the corresponding eigenspace on \( E_2 \).

The existence of two distinct rational eigenvalues has another interesting consequence. It is that \( E_1 \) again has two rational isogenies of degree \( \ell \), one associated to each of the two eigenvalues \( \tau_1 \) and \( \tau_2 \). We call \( I_{j_1} \) and \( I_{j_2} \) the isogenies from \( E_j \) associated to \( \tau_1 \) and \( \tau_2 \) respectively. On the other hand, we know that, since \( I_1 \) is rational, the dual isogeny \( I_1^* \) must be rational as well (by uniqueness of it). Therefore \( I_1^* \) equals either \( I_{j_1} \) or \( I_{j_2} \). Because \( I_1^* \circ I_1 \) is the multiplication by \( \ell \), the kernel of \( I_1^* \) is already \( E_1 \) and \( I_1^* \circ I_2 \) would have points of order \( \ell^2 \) in its kernel. Therefore, \( I_1^* \) is not \( E_1 \) and so it is \( I_{j_2} \). We could express that by saying that the two rational directions are not only independent but dual. We show all that on Figure 2.

Now, if \( E \) is a curve over \( \mathbb{F}_q \) such that \( t^2 - 4q \) is a nonzero square mod \( \ell \) we can build two periodic sequences of isogenous curves over \( \mathbb{F}_q \). These sequences define two permutations \( I_1 \) and \( I_2 \) on the set of elliptic curves over \( \mathbb{F}_q \), classified up to \( \mathbb{F}_q \)-isomorphisms. The permutation \( I_i \) is generated by the quotient of \( E \) by \( \tau_i \) and the two permutations are inverse of each other:

\[
E \xrightarrow{I_1} E_1 \xrightarrow{I_{j_1}} E_{11} \xrightarrow{I_{j_2}} \ldots
\]

\[
E \xrightarrow{I_2} E_2 \xrightarrow{I_{j_2}} E_{22} \xrightarrow{I_{j_1}} \ldots
\]

These series are computed in the following way. We use some modular equation \( \Psi_{\ell}(X, Y) \), as in section 2. Let us call \( j_0 \) the invariant of \( E \) and let us solve \( \Psi_{\ell}(X, j_0) = 0 \) over \( \mathbb{F}_q \). If we are in the "good case" we have two rational distinct simple roots \( F_1 \) and \( F_2 \), from which we compute two curves \( E_1 \) and \( E_2 \) of respective invariants \( j_1 \) and \( j_2 \). Let us now solve the equation \( \Psi_{\ell}(X, j_1) = 0 \) over \( \mathbb{F}_q \). We find two rational distinct simple roots, one of them being \( W_1(F_1) \) and corresponding
to the dual isogeny $I_1^*$. We choose the other one and call it $I_{11}$, yielding $E_{11}$. We go on, solving the equation $\Psi_t(X, j_{11}) = 0$, etc.

Since the field is finite, the two sequences of curves are periodic and they provide an explicit description of the two rational subspaces of Tate's module.

3.2. Example. Let $p = 101$ and consider all the (classes of) curves $E$ for which $(p+1)-\#E = t = 3$. There are 8 of them and the following table gives their invariant and a representative for each class. These curves were obtained by brute force, but they could have been obtained by noting that $3^2 - 4 \times 101 = -395$, implying that all curves have complex multiplication by the ring of integers of $\mathbb{Q}(\sqrt{-395})$ and therefore their $j$-invariant are the roots of the 8-degree Weber polynomial as in [4]. We note $E = [a, b]$ for the curve of equation $Y^2 = X^3 + aX + b$.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$E$</th>
<th>$j$</th>
<th>$E$</th>
<th>$j$</th>
<th>$E$</th>
<th>$j$</th>
<th>$E$</th>
</tr>
</thead>
</table>

Starting from $E_0 = [68, 79], J_0 = 2$, using $\ell = 7$, one first finds

$\Phi_7(X, 2) \equiv (F + 84)(F + 64)(F^6 + 82F^5 + 81F^4 + 49F^3 + 32F^2 + 34F + 68) \mod 101$. 

![Figure 2. Action of the isogenies](image-url)
We choose $F_1 = 17$ and find $\tau_1 = 6$. The permutation $\mathcal{I}_1$ is then given in

<table>
<thead>
<tr>
<th>$E$</th>
<th>$j(E)$</th>
<th>$F(E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>68, 79</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>27, 68</td>
<td>82</td>
<td>14</td>
</tr>
<tr>
<td>50, 89</td>
<td>56</td>
<td>33</td>
</tr>
<tr>
<td>31, 28</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>45, 15</td>
<td>34</td>
<td>20</td>
</tr>
<tr>
<td>47, 87</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>42, 63</td>
<td>20</td>
<td>43</td>
</tr>
<tr>
<td>97, 32</td>
<td>15</td>
<td>45</td>
</tr>
<tr>
<td>56, 31</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

The other permutation starts using $F_2 = 37$ and corresponds to $\tau_2 = 4$.

3.3. Application to Schoof’s algorithm. The factor of $f_E^E(X)$ corresponding to $T_1^E \cap E[\ell]$ is $h_1$, the denominator of $I_1$. Now, if we want the factor of $f_E^E$ corresponding to $T_1^E \cap E[\ell^2]$, we proceed in the following way. We first compute the polynomial $h_{11}$ which is the denominator of $I_{11}$, in the same way we computed $h_1$ except that we replace $E$ by $E_1$ and pay attention not to confuse $I_{11}$ with $I_1^* = I_{12}$. Indeed we consider the isogeny from $E_1$ associated with $\tau_1$. Since $I_1(T_1^E \cap E[\ell^2]) = T_1^E \cap E_1[\ell]$, one has $I_{11} \circ I_1(T_1^E \cap E[\ell^2]) = O_{E_1}$ and therefore $\text{Ker}(I_{11} \circ I_1) \subset E[\ell^2]$. In this way, we obtain a factor of $f_E^E$ as the numerator of $h_{11} \circ I_1$. We can iterate this scheme and compute a factor of degree $\ell^{k-1} (\ell - 1)/2$ if $\ell$ is odd (see section 6.4 for $\ell = 2$) of the polynomial $f_E^E$ and then, using Schoof’s idea compute the cardinality of $E$ modulo $\ell^k$ rather than just $\ell$. This allows us to take more advantage of the small good primes.

4. First algorithm and its implementation

4.1. Presentation of the algorithm. The algorithm runs as follows:


4.2. Computing $h_1$ and $I_1$. One first solves $\Psi_\ell(X, j_0) \equiv 0 \mod\nmax$ for a root $F_1$ and then one computes $j_1$ as a root of $\Psi_\ell(W_\ell(F_1), Y)$ over $\mathbb{F}_q$. (Note that in the case $q = p$ large, one can do better in the canonical case, see the references already given.) Each solution $y$ yields a putative factor $h_y(X)$ of $f_E^E(X)$ that is then checked by testing whether $\ell(X, Y) \equiv 0 \mod (E(X, Y), h_y)$. The computation of $h_y$ differs in the cases of $p$ large and $p$ small.
4.2.1. The case CaseLarge. In this case, we are dealing with curves of the form $Y^2 = X^3 + AX + B$. We must distinguish the case $\ell = 2$ and $\ell$ odd.

In the case $\ell$ odd, one computes first $h_1$ (using the techniques described above) and then the isogeny. The isogeny is of the form:

$$I_1(X, Y) = \begin{pmatrix} k_1(X) \\ h_1(X)^2 \end{pmatrix},$$

where $k_1(X)$ is a polynomial of degree $\ell$ with coefficients in $\mathbb{F}_q$. Let $\varphi_1(z)$ denote the Weierstrass function of $E_1$. Then

$$\varphi_1(z) = \frac{k_1(\varphi(z))}{h_1(\varphi(z))}.$$

Replacing $\varphi$, $\varphi_1$ and $h_1$ by their value, one deduces easily from this the coefficients of $k_1$. Alternatively, one can use the improvements of the second author [11] to Vélu’s formulas [27] to compute the fraction.

Examples. Let us take $E : Y^2 = X^3 + 2X + 3$ over $\mathbb{F}_{97}$. We use the so-called “canonical” equation of $X_0(5)$, namely the relation between $J_5(x) = 5^3(\vartheta(5\tau)/\vartheta(\tau))^6 = 125(x + 6x^2 + \cdots)$ and $j(x)$, which is

$$\Phi_5^0(X, Y) = X^6 + 30X^5 + 315X^4 + 1300X^3 + 1575X^2 - (Y - 750)X + 125.$$

One computes $j_1 = j(E) = 36$ and $\Phi_5^0(X, 36)$ factors modulo 97 as

$$(X + 25)(X + 10)(X^4 + 92X^3 + 46X^2 + 67X + 49).$$

We choose $F_1 = 87$ and find easily that $j_1$ is the root of $\Phi_5^0(5^3/F_1, Y) \equiv 0 \mod p$ that is $j_1 = 48$, from which we deduce from that $E_1 : Y^2 = X^3 + 96X + 83$. We also find that

$$h_1(X) = X^2 + 16X + 30.$$

Now, one has

$$\varphi(z) = z^{-2} + 19z^2 + 55z^4 + 88z^6 + 91z^8 + O(z^{10}),$$

$$\varphi_1(z) = z^{-2} + 39z^2 + 2z^4 + 22z^6 + 83z^8 + O(z^{10});$$

so that

$$\varphi_1(z)h_1(\varphi(z))^2 = z^{-10} + 32z^{-8} + 43z^{-6} + 83z^{-4} + 93z^{-2} + 76 + O(z^2)$$

from which we recognize that

$$k_1(X) = X^5 + 32X^4 + 45X^3 + 92X^2 + 18X + 35.$$

Now, we want to compute $E_{11}$ and so we find

$$\Phi_5^0(X, j_1) \equiv (X + 61)(X + 5)(X^4 + 61X^3 + 58X^2 + 13X + 2) \equiv 0 \mod p.$$ We note that a solution to this is $W_5(F_1) = 5^3/F_1 \equiv 36 \mod p$. We must discard this one, since we would go back to $E_0$. So, we take $F_{11} = 92$ and find $E_{11} : Y^2 = X^3 + 95X + 66$, together with

$$h_{11}(X) = X^2 + 81X + 84$$

and

$$I_{11}(X) = \frac{X^5 + 65X^4 + 75X^3 + 85X^2 + 6X + 71}{X^4 + 65X^3 + 36X^2 + 28X + 72}.$$

A factor of $f_{11}^0(X)$ is then the numerator of $h_{11}(I_1(X))$ namely

$$X^{10} + 48X^9 + 77X^8 + 54X^7 + 38X^6 + 36X^4 + 40X^3 + 3X^2 + 90X + 5.$$

Let us turn our attention to the case $\ell = 2$. The methods described by Atkin enable one to compute the isogenous curve, but not the factor of the division polynomial. However, one can compute the Weierstrass function of the isogenous curve and deduce from this the isogeny $I_1$ as in [26] using continued fractions and thus $h_1$. Computational examples will be given in section 6.4.
4.2.2. The case CaseSmall. In this case, we compute first the isogeny and deduce from this the factor we are looking for. We refer to [7, 17] for more details. This is also true of the new methods of Lercier and Couveignes. Note that computing isogenies of degree $p$ in characteristic $p$ can be done using [14].

4.2.3. Analysis. Let us compare the cost of finding $t$ mod $\ell^n$ and that of finding $t$ mod $\ell$. There are essentially two "new" operations to perform. The first one is the computation of $h_n \circ I_{n-1} \circ \cdots \circ I_2 \circ I_1$, the second the cost of finding the eigenvalue. For this latter problem, the fast techniques of [21] and [12] can be used. As far as the first problem is concerned, we evaluate

$$(((h_n \circ I_{n-1}) \circ \cdots ) \circ I_2) \circ I_1$$

so that the basic operation is the computation of the numerator of $A(B/C)$ where $A$, $B$ and $C$ are polynomials and $A$ has degree $d_A$. The best we can do is $3d_A$ multiplications of polynomials, if we can store the powers of $C$.

5. Improvements

For the sake of simplicity, we assume $\ell$ odd and that we are in CaseLarge. We will indicate the suitable modifications for CaseSmall later on.

5.1. Using the best direction. It is easy to see that the algorithm works also if we replace $h_1$ by one of its factors. Let $d_1$ denote the order of $\tau_1$ in $\mathbb{F}_\ell$, and let $\delta_1 = d_1$ if $d_1$ is odd, $d_1/2$ otherwise (we call $\delta_1$ the semi-order of $\tau_1$). Then $h_1$ factorizes in $\mathbb{F}_q$ as a product of $(\ell - 1)/(2\delta_1)$ factors each of degree $\delta_1$ (see [3]).

Replacing $h_1$ by any one of these factors, we can compute a factor of degree $\delta_1\ell^{\nu-1}$ of $f^{E[n]}_\ell$, by lifting a factor of degree $\delta_1$ of $f^{E[n]}_\ell$.

This approach suggests to take the direction of smallest semi-order. We can show that this is not too costly by looking at the following picture:

We summarize the relevant relations between these curves in the following proposition.

**Proposition 5.1.** The curve $E_1$ is built using $F_1$ and $E_2$ using $F_2$. The curve $E_{12}$ is isomorphic to $E$. More precisely, if $E = [A, B]$, then $E_{12} = [\ell^d A, \ell^d B]$ and $i_0 : (X, Y) \mapsto (X/\ell^2, Y/\ell^3)$. Moreover, $E_{12}$ can be built from $E_1$ using $W_\ell(F_1)$ and $p_1(E_{12}) = -\ell p_1(E)$.

In this way, it is easy to build a factor of $f^{E_1}_\ell$ in direction 2 from the knowledge of a factor of $f^{E}_\ell$ in direction 1. This remark enables us to add a step (b') in algorithm ComputeModLin:

(b') compute $\tau_2$ and the semi-orders $\delta_1$ and $\delta_2$; if $\delta_2 < \delta_1$ then replace $(E, E_1, h_1, \tau_1)$ by $(E_1, E_{12}, h_{12}, \tau_2)$;

The remaining of the algorithm is not altered. Note that this time, we really work on $E_1$, which is isogenous to $E$. In the sequel, we will give two other applications of this change of directions.
5.1.1. The case \textsc{CaseSmall}. Changing directions cannot be done as easily when \( p \leq 3 \). When \( p = 2 \), we are dealing with curves of equation \( Y^2 + XY = X^3 + a_6 \) for which \( j(E) = 1/a_6 \). Since \( j(E_{12}) = j(E) \), this leads to \( E_{12} = E \). On the other hand, we do not know of any relationship between the first coefficients of the division polynomials, so that the isogeny must be computed from scratch, which can be costly when \( \ell \) is large. When \( p = 3 \), \( E = [a_2, a_6] \) has equation \( Y^2 = X^3 + a_2X^2 + a_6 \), and one has \( E_{12} = [\ell^2a_2, \ell^6a_6] \) which turns out to be \( E \) since for every odd prime number \( \ell \), one has \( \ell^2 \equiv 1 \mod 3 \).

5.2. A first improved strategy.

5.2.1. Presentation of the method. For the sake of simplicity, we will write \( E_{1 \times n} \) for the \( n \)-th curve in direction 1.

The idea described in algorithm \textsc{ComputeModLN} would require the factorization of \( h_{1 \times n}(X) \) for each \( n \) in order to be really worthwhile. One can do better, namely factor a polynomial once for all. Let us look at the following picture.

\[
\begin{array}{cccc}
E & I_1 & E & I_{11} \\
i_0 & I_{12} & I_{112} & I_{1112}
\end{array}
\]

Let \( h_{12} \) be a factor of the polynomial \( f_{\ell}^{E_1} \), obtained in the direction \( \tau_2 \). Then the numerator of \( h_{12} \circ i_1 \circ I_{12} \) yields a factor \( h_{112} \) of \( f_{\ell}^{E_{11}} \) also in the direction \( \tau_2 \). Similarly, we get a factor \( h_{1112} \) of \( f_{\ell}^{E_{111}} \) as the numerator of \( h_{12} \circ i_2 \circ I_{1112} \).

We remark that all curves \( E_{1 \times n} \) have the same cardinality and the same eigenvalue in the same direction. Hence, computing \( \ell \mod \ell^n \) can be done using any curve, and in particular the curve \( E_{1 \times n} \).

The first improved algorithm runs as follows.

\textbf{procedure} \textsc{ComputeModLNBetter}(\( E, p, \ell, n_{\text{max}} \))

1. find the roots of \( \Psi_\ell(X, j(E)) \);
2. if \( \Psi_\ell \) has two distinct rational roots then
   (a) compute a factor \( h_1 \) of \( f_{\ell}^{E_1} \);
   (b) find the eigenvalue \( \tau_1 \) and deduce \( \tau_2 \) from it;
   (c) renumber the directions in such a way that direction 2 is associated with the eigenvalue \( \tau_2 \) of smallest semi-order; compute the factor \( h \) of smallest degree of \( h_{12} \) and set \( \theta_1 = \tau_2, \delta = \delta_2 \);
   (d) for \( n := 2 \) to \( n_{\text{max}} \) do
      (i) (find next curve) compute \( E_{1 \times n}, E_{1 \times n, 2} \) and \( I_{1 \times n, 2} \);
      (ii) (compute new factor) set \( h \) to the numerator of \( h \circ i_{n-1} \circ I_{1 \times n, 2} \); (at this point \( h \) is a factor of \( f_{\ell}^{E_{1 \times n}} \) of degree \( \delta \ell^{n-1} \));
      (iii) (find eigenvalue \( \mod(n) \)) find \( \lambda \), \( 0 \leq \lambda < \ell \) such that \( \theta_n = \theta_{n-1} + \lambda \ell^{n-1} \) is such that \( (X^q, Y^q) = [\theta_{n-1}] (X, Y) \oplus [\lambda](\ell^{n-1} (X, Y)) \) in \( \mathbb{F}_q[X, Y]/(E_{1 \times n}(X, Y), h(X)) \).

5.2.2. Example. Let us consider once again the case \( E = [2, 3] \mod 97 \). Having found the factor \( h_1(X) = X^2 + 16X + 30 \), it is easy to check that \( \tau_1 = 2 \) and therefore \( \tau_2 = 1 \). We see that direction 2 is already the best one, so we do not have to renumber the directions. We compute

\[
h_{12} = X^2 + 17X + 57 = (X + 56)(X + 58) \mod 97.
\]
We find as above that $E_{11} = [95, 66]$. The curve $E_{112}$ is then $[5^4 \times 95, 5^6 \times 66]$ and we have

$$I_{112} = \frac{X^5 + 63X^4 + 50X^3 + 33X^2 + 3X + 49}{X^4 + 63X^3 + 3X^2 + 12X + 79}.$$ 

From this, we deduce that $h_{112}$ is the numerator of

$$(X + 56) \circ (I_{112}/5^2)$$

which is

$$X^5 + 8X^4 + 77X^3 + 62X^2 + 22X + 69.$$ 

We then look for the eigenvalue $1 + \lambda 5$ and find that it is 1.

Going further, we compute $E_{111} = [1, 80]$ and

$$I_{111} = \frac{X^5 + 28X^4 + 3X^3 + 19X^2 + 21X + 89}{X^4 + 28X^3 + 5X^2 + 42X + 75}$$

yielding $h_{1112}$ as the numerator of

$$h_{112} \circ (I_{1112}/5^2)$$

that is

$$h_{1112} = X^{25} + 49X^{24} + 75X^{23} + 26X^{22} + 54X^{21} + 16X^{20} + 69X^{19} + 80X^{18} + 78X^{17}$$

$$+ 40X^{16} + 60X^{15} + 12X^{14} + 49X^{13} + 28X^{12} + 61X^{11} + 28X^{10} + 19X^9$$

$$+ 29X^8 + 60X^7 + 86X^6 + 78X^5 + 48X^4 + 54X^3 + 86X^2 + 22X + 22$$

and subsequently the eigenvalue is 101 mod 125.

5.3. Walking backwards. Let us come back to our picture between curves and let us start backwards in the cycle. We will note $d_k, d_{k-1}, \ldots, d_1, E$ a curve built backwards following first direction $d_1$, then $d_2$, etc. and a similar notation for isogenies.

In this version, we are closer to the basic algorithm. We find that a factor of $I h$ of $f_{i_0}^E$ is the numerator of $h \circ I_1 I$. Similarly, we would get a factor of $f_{i_1}^{E_1}$ as the numerator of $h \circ I_1 I \circ I_1 I$ or equivalently, as the numerator of $I h \circ I_1 I$.

The final algorithm is given below. The invariant of the main loop is $(E, E_2, F_2, h)$. We give the algorithm in a compact form.

**procedure** COMPETEMODLNBACKWARDS($E, p, \ell, nmax$)

1. find the roots of $\Psi_\ell(X, j(E))$;
2. if $\Psi_\ell$ has two distinct rational roots then
   (a) compute a factor $h_1$ of $f_{i_0}^E$;
   (b) find the eigenvalue $\tau_1$ and deduce $\tau_2$ from it;
   (c) renumber the directions in such a way that direction 1 is associated with the eigenvalue $\tau_1$ of smallest semi-order; compute a factor $h$ of $h_1$ of smallest degree and set $\theta_1 = \tau_1$, $\delta = \delta_1$;
   (d) compute $E_2$ using the second root of $\Psi_\ell(X, j(E))$;
(e) for $n := 2$ to $\text{nmax}$ do
\begin{enumerate}
\item (find next curve) find $1E$ using proposition 5.1 and set $1F = W_1(F_2)$;
\item compute the isogeny $1I$ between $1E$ and $E$;
\item (compute new factor) set $h$ to the numerator of $h \circ 1I$; \{at this point $h$ is a factor of $f_{1E}^{\text{deg}}$ of degree $\delta\ell^{n-1}$ \};
\item (find eigenvalue mod($\ell$)) find $\lambda$, $0 \leq \lambda < \ell$ such that $\theta_n = \theta_{n-1} + \lambda\ell^{n-1}$ satisfies

$$
(X^0, Y^0) = [\theta_{n-1}(X, Y) \oplus [\lambda](\ell^{n-1}(X, Y)) \text{ in } F_q[X, Y]/(1E(X, Y), h(X));
$$
\item (update data) if $n < \text{nmax}$ then
\begin{enumerate}
\item compute the other root $21F$ of $\Psi(X, j(1E))$ by computing

$$
gcd(X^0 - X, \Psi_2(X, j(1E)))/(X - 21F))
$$
and deduce from this $21E$;
\item set $F_2 = 21F$, $E_2 = 21E$ and $E = 1E$,
\end{enumerate}
\end{enumerate}

Remarks.

1. We see that when we content ourselves with $\text{nmax} = 2$, the computation of $1h$ is essentially free since we already know $F_2$ (no computation of $X^0$ modulo a polynomial is needed).

2. In step (c), we might have to factor $h_2$ instead of $h_1$. The first step for this is the computation of $X^0 \mod h_2$. This quantity can be evaluated as the abscissa of $\tau_2(X, Y)$ over $F_q[X, Y]/(1E(X, Y), h_2)$, which is faster.

3. There is another way of computing $1E$, which is slightly less efficient. It can be shown that the formulas given in $[20]$ can be inverted to give the corresponding coefficients. This works particularly well if we know the invariant of $1E$ (because there is only one possible value, say).

5.3.1. Example. Again, let $E = [2, 3], p = 97, \ell = 5$. We already computed $F_1 = 87$, $E_1 = [96, 83]$ and $\tau_1 = 2$, $\tau_2 = 1$. Since we already know the value of $F_2 = 72$, we get $E_2 = [43, 39]$ and $h_2 = X^2 + 14X + 46$.

We renumber the directions in such a way that direction 1 is the best one. We thus have $E_1 = [43, 39]$ and $h_1 = X^2 + 14X + 46 = (X + 17)(X + 94)$, $\tau_1 = 1, \delta = 1$; $E_2 = [96, 83]$ and $F_2 = 87$. We set $h = X + 17$. Walking the isogeny cycle backwards, using $1F = W_0(F_2) = 5^3/F_2 = 36$ we find that $1E = [9, 71]$ and

$$1I = \frac{X^5 + 13X^4 + 27X^3 + 69X^2 + 52X + 4}{X^4 + 13X^3 + 45X^2 + 30X + 61}$$

from which $1 \times 2 h = X^5 + 30X^4 + 54X^3 + 58X^2 + 77X + 71$. Once this is done, we factor

$$\Phi_5^2(X, j(1E))/(X - 36) \equiv (X + 5)(X^4 + 61X^3 + 58X^2 + 13X + 2) \mod 97$$

and thus $21F = 92$, from which $21E = [18, 81]$.

The following step yields $11E = [32, 95]$ and

$$11I = \frac{X^5 + 15X^4 + 73X^3 + 96X^2 + 89X + 12}{X^4 + 15X^3 + 49X^2 + 79X + 48}$$

from which we deduce that

$$11h = X^{20} + 8X^{24} + 69X^{23} + 34X^{22} + 17X^{21} + 29X^{20} + 76X^{19} + 7X^{18} + 86X^{17} + 22X^{16} + 20X^{15} + 10X^{14} + 64X^{13} + 15X^{12} + 66X^{11} + 82X^{10} + 39X^9 + 2X^8 + 79X^7 + 25X^6 + 66X^5 + 52X^4 + 43X^3 + 29X^2 + 16X + 44$$

is a factor of $f_{11E}$. 

6. Pathological cases

6.1. Presentation of the problem. We will make here the assumption that \((q, \ell) = 1\). The case \(\ell \mid q\) is studied for example in [17].

Elkies' approach works when \(\pi\) has rational \(F_\ell\)-eigenvalues. We have seen above how to deal with the case where the eigenvalues are distinct. The pathological cases corresponds to double eigenvalues, which means that \(f(X) = X^2 - tX + q\) is a square mod \(\ell\).

We start with a few basic remarks concerning the action of the Frobenius endomorphism on Tate's module in the case where \(t^2 - 4q\) is zero modulo \(\ell\). In such a situation one may expect to achieve something provided at least \(t^2 - 4q\) is a square in \(\mathbb{Z}_\ell\). Since \(t^2 - 4q\) is not zero (otherwise the curve would be supersingular) we should then have \(t^2 - 4q\) is zero modulo \(\ell^2\). If \(t^2 - 4q\) is a square in \(\mathbb{Z}_\ell\), there do exist two distinct solutions of \(X^2 - tX + q = 0\) in \(\mathbb{Z}_\ell\) and two associated eigenspaces of \(T_\ell\).

Remember that \(T_\ell\) is the limit

\[ E[\ell] \leftarrow E[\ell^2] \leftarrow E[\ell^3] \leftarrow \ldots. \]

One may ask why one chooses such a fancy definition instead of the more natural union of all \(E[\ell^k]\). The point is that \(T_\ell\) is a dimension 2 free module on \(\mathbb{Z}_\ell\) whereas \(\bigcup E[\ell^k]\) is a module of infinite type. In particular any base of \(T_\ell\) over \(\mathbb{Z}_\ell\) cannot be made of torsion points!

Now that we have eigenspaces in \(T_\ell\) we may expect that we are done. But there is indeed a problem. We are working in the finite quotients \(E[\ell^k]\) of \(T_\ell\) and these are not vector spaces apart for the first one which is a vector space over \(\mathbb{F}_\ell\). Therefore the existence of roots of \(X^2 - tX + q\) modulo \(\ell^k\) (for example those obtained by reducing the roots in \(\mathbb{Z}_\ell\) modulo \(\ell^k\)) does not imply the existence of corresponding invariant spaces in \(E[\ell^k]\). Here we have to be more precise. We call a full subspace of \(E[\ell^k]\) any submodule which is complete under division by \(\ell\) in \(E[\ell^k]\) (if it is non zero, it must contain an element of order \(\ell^k\)). In general, the images in \(E[\ell^k]\) of the eigenspaces \(E_1\) and \(E_2\) of \(\pi\) will not be full subspaces but just cyclic subgroups with cardinality a divisor of \(\ell^k\). We call them pseudo-eigenspaces.

In order for \(\pi\) to have rational eigenvalues in \(\mathbb{Z}/\ell^n\mathbb{Z}\), \(n \geq 2\), it is necessary that \(f(X)\) have roots in \(\mathbb{Z}/\ell^n\mathbb{Z}\). Define the equation

\((R_n)\quad f(X) \equiv 0 \text{ mod } \ell^n\)

and denote by \(\mathcal{X}_n\) the set of solutions. We give some results concerning this equation in the next section.

Once we know that \(\mathcal{X}_n \neq \emptyset\), this does not mean \(\pi\) has full eigenspaces. This problem and the way to study it is given next.

6.2. Solving \(X^2 - tX + q \equiv 0 \text{ mod } \ell^n\). Equation \((R_n)\) has solutions for all \(n\) if and only if \(f(X)\) has roots in \(\mathbb{Z}/\ell^n\mathbb{Z}\).

Obviously, \(\mathcal{X}_n \neq \emptyset\) if and only if the discriminant \(\Delta = t^2 - 4q\) is a square modulo \(\ell^n\).

Lemma 6.1. Let us write \(\Delta = \ell^a \delta\) where \(\ell \nmid \delta\).

If \(n \leq a\), the square roots of \(\Delta\) are 0 and the \(\ell^a\delta\) for \(n/2 \leq m < n\) and \(1 \leq \delta < \ell\).

If \(n > a\), \(\Delta\) is a square modulo \(\ell^a\) if and only if \(a\) is even and \(\Delta/\ell^a\) is a square modulo \(\ell^{n-a}\) and equivalently a square modulo \(\ell\). In that case, let \(p\) be any square root modulo \(\ell^{n-a}\); the other (non distinct) roots are \(\ell^{n/2}(\pm p + s^{n-a})\) for \(0 \leq s < \ell^a\).

For any particular instance of \((t, q)\), one may build a tree in the following way. Level 0 is the root. Level 1 contains all solutions to \((R_1)\). Then, any level \(i \geq 2\) contains the roots of \((R_i)\) that are built from roots at level \(i - 1\). We draw an arrow from a node \(N\) at level \(i - 1\) to a node \(N'\) at level \(i\) if and only if \(N' \equiv N \text{ mod } \ell^{i-1}\). This tree may be finite or infinite, and have one or more infinite path(s). The infinite paths correspond to the existence of \(\ell\)-adic roots to the equation.
Examples. Take $(t, q) = (-2, 1009)$ and $\ell = 3$. Then the tree is simply that of Figure 3. We have $\Delta = 3^2 \times (-448)$ and $-448$ is not a square modulo 3.

![Figure 3](image-url)

**Figure 3.** Tree associated with $X^2 + 2X + 1009 \mod 3^n$

As for $(t, q) = (34, 1009)$ and $\ell = 3$, the first five levels are given in Figure 4. Note that the equation $X^2 - 34X + 1009 = 0$ has two distinct solutions in $\mathbb{Z}_3$. The discriminant $\Delta$ of this equation is $3^2 \times (-320)$. We have $-320 \equiv 1^2 \mod 3$. Write $-320 = 1 + 3u$. Then a 3-adic root of $\Delta$ is given by the development of

$$3(1 + 3u)^{1/2} = 3 \left( \frac{9}{2} u - \frac{27}{8} u^2 + O(u^3) \right).$$

We deduce from this the two 3-adic roots of $X^2 - 34X + 1009 = 0$: they are respectively congruent to 14 and 20 modulo $3^4$.

![Figure 4](image-url)

**Figure 4.** Tree associated with $X^2 - 34X + 1009 \mod 3^n$

In the case $\ell = 2$, one can refine some of the results. We summarize the results for small $n$ below.

**Proposition 6.1.** Equation $(R_1)$ has solutions modulo 2 if and only if $t \equiv 0 \mod 2$ and in this case $X_1 = \{1\}$. Equation $(R_2)$ has solutions if and only if $t \equiv q + 1 \mod 4$, in which case $X_2 = \{1, 3\}$.
For $n = 3$, one gets

<table>
<thead>
<tr>
<th>$t$</th>
<th>$q$</th>
<th>$\mathcal{X}_3$</th>
<th>$t$</th>
<th>$q$</th>
<th>$\mathcal{X}_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>{1, 3, 5}</td>
<td>0</td>
<td>4</td>
<td>{1, 5, 7}</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>{1, 3, 5, 7}</td>
<td></td>
<td>3</td>
<td>{1, 3, 5, 7}</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>{3, 7}</td>
<td>0</td>
<td>6</td>
<td>{3, 5}</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>{1, 5}</td>
<td></td>
<td>5</td>
<td>{3, 7}</td>
<td>{1, 5}</td>
</tr>
</tbody>
</table>

We have also an interesting criterion.

**Proposition 6.2.** Assume $n \geq 3$. If $t \equiv 0 \pmod{4}$ and $x_n$ is a solution of $(R_n)$, then there exists $\xi \in \{0, 1\}$ such that $x_n + 2^{n-1}\xi$ is a solution of $(R_{n+1})$.

**Proof:** We write:

$$f(x_n + 2^{n-1}\xi) \equiv f(x_n) + 2^{n-1}\xi(2x_n - t) \pmod{2^{n+1}}$$

or

$$0 \equiv K + \xi(x_n - t/2) \pmod{2}.$$

But since $(R_n)$ has a solution, $x_n \equiv 1 \pmod{2}$ and the result follows since $t/2$ is supposed to be even. $\square$

### 6.3. Testing for eigenspaces.

A pathological case is detected because $t^2 - 4q$ is zero modulo $\ell$, which in turn is equivalent to the fact that the modular equation $\Psi_{\ell}(X, j(E))$ has splitting $(1\ell)$ or $(11\ldots 1)$.

Selecting one of the roots, $F_1$, we construct $E_1$ and the following step is to find the roots of $\Psi = \Psi_{\ell}(X, j(E_1))/(X - W_i(F_1))$. It is easy to see that, by Galois theory, $\Psi$ has either 0 or $\ell$ roots modulo $p$. In the first case, we cannot do anything more. In the second case, we select a root of this polynomial and go on. In some cases, this root does not work and we have to try another one. In this way, we build a tree which is very similar to the congruence tree described above. We can build this tree using a backtracking procedure, which is quite simple and that we do not want to describe.

Note that for our purposes, we are happy with one long path in the tree and not all the tree.

**Example.** We take $E = [1, 4]$ and $\mathbb{F}_{1009}$. The splitting of $\Phi^\ast_{3}(X, j(E))$ is (13) and we compute the tree of Figure 5. Using this, we find that $t \equiv 34 \pmod{3^4}$. As a matter of fact, $t = 34$ and this tree corresponds to the congruence tree of Figure 4.

We note the following. Suppose we stop at level $n = 2$. Then, to each solution of $X^2 - 34X + 1009 \equiv 0 \pmod{3^2}$ corresponds a factor of degree 3 of $f_3/f_5$:

<table>
<thead>
<tr>
<th>$X^3 + 916X^2 + 671X + 477$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^3 + 997X^2 + 522X + 804$</td>
</tr>
<tr>
<td>$X^3 + 377X^2 + 940X + 618.$</td>
</tr>
</tbody>
</table>

**Remarks.**

1. Notice that the fact that $\pi$ has no $\mathbb{F}_\ell$-eigenspace does not imply that $f_\ell^u(X)$ has no factor of degree $\ell^{n-1}(\ell - 1)/2$. For instance, for $E = [1, 3]$ modulo $p = 1009$, one has

$$\frac{f_3}{f_5} \equiv 3 \ (X^3 + 10X^2 + 379X + 217) \ (X^3 + 490X^2 + 274X + 713)$$

$$\times (X^3 + 302X^2 + 839X + 401) \ P_1 P_2 P_3 \pmod{p}$$

where $P_i$ has degree $3^{i-1}$. More generally, $f_{3^n}/f_{3^{n-1}}$ has $3^{n-1}$ factors of degree $3^{n-1}$ and $3^{n-1}$ factors of degree $3^n$.

2. Suppose now that we cannot compute $E_{11}$ from $E_1$. Then it is not useful to try to find $1_{E_1}$, since it isomorphic to $E_1$ and we would gain nothing.
6.4. The case \( \ell = 2 \). We assume \( 2 \nmid q \). The case \( \ell = 2 \) is always pathological, since when \( \Phi_2(X, Y) \) splits, it has either 0, 1 or 3 root(s) in \( \mathbb{F}_q \). What we have said before, including the backtrack approach, is still valid. However, some different results can be stated.

We note the important result.

**Theorem 6.1.** Assume \( q \) odd and \( n \geq 2 \). If \( \pi \) has an eigenvalue modulo \( 2^n \), then \( f_{2^n}^E(X) \) has a factor of degree \( 2^{n-2} \).

**Proof:** We note first that if \( \pi \) has an eigenvalue modulo \( 2^n \), then \( t \equiv q + 1 \mod 4 \) by Proposition 6.1. Therefore \( E \) has a point of order 4 and \( f_4 \) a linear factor. The result follows by composition of isogenies. \( \square \)

The computation of the isogeny is very explicit here, using Vélu’s formulas [27].

**Proposition 6.3.** Assume that \( E : Y^2 = X^3 + a_2X^2 + a_4X + a_6 \) has a rational point of order 2, noted \( P = (x_0, 0) \). Let \( G \) be the group generated by \( P \). Let \( t = 3x_0^2 + 2a_2x_0 + a_4 \) and \( w = x_0t \). Then an equation of \( E/G \) is \( E_1 : Y_1^2 = X_1^3 + A_2X_1^2 + A_4X_1 + A_6 \) where \( A_2 = a_2, A_4 = a_4 - 5t, A_6 = a_6 - 4a_2t - 7w \). Moreover, the abscissa of the isogeny \( I_1 : E \to E_1 \) is given by

\[
X_1 = I_1(X) = X + \frac{t}{x - x_0}. \]

We can deduce the value of \( x_0 \) from that of \( E \) using the following idea.

**Proposition 6.4.** Let \( j \) be the invariant of \( E \), and \( F \) be a root of \( \Phi_2^2(X, j) = 0 \). Assume first \( p = 3 \) and \( E : Y^2 = X^3 + a_2X^2 + a_6 \). Rewrite this in the form \( Y^2 = X^3 - cjX^2 + c^3j^2 \), using \( c = -a_2/j \). Then the abscissa of the point of 2-division is

\[
x_0 = \frac{c(F + 1)^2}{F}. \]
(Note that we cannot have \( F = 0 \).) Suppose \( p > 3 \) and \( j \neq 1728 \). Write the equation of \( E : Y^2 = X^3 + a_4 X + a_6 \) in the form

\[
Y^2 = X^3 + \frac{3c^2j}{1728 - j} X + \frac{2c^3j}{1728 - j}
\]

with \( c = 3a_4 / (2a_6) \). The abscissa of a point of 2 torsion is

\[
x_0 = -c \frac{F + 16}{F - 8}.
\]

Proof: the results follow from elementary resultant computations. \( \square \)

Example. Let \( p = 101 \), \( E_0 = [77, 69] \). One finds that \( \Phi^c_2 \) factors as

\[
\Phi^c_2(X, 22) = (X^2 + 80X + 74)(X + 69) \mod 101
\]

and thus \( F_1 = 32 \). One finds \( E_1 = [58, 34], J_1 = 98 \) and the isogeny is

\[
I_1 = \frac{X^2 + 4X + 24}{X + 4}
\]

and \( X + 4 \) is indeed a factor of \( X^3 + 77X + 69 \). We compute

\[
\Phi^c_2(X, 98) = (X + 74)(X + 98)(X + 78) \mod 101.
\]

We discard \( X = 27 = 2^{12}/F_1 \) as usual and we have to choose between 3 and 23. It turns out that we must take \( F_{11} = 23 \), thus obtaining \( E_{11} = [42, 43] \) and

\[
I_{11} = \frac{X^2 + 50X + 84}{X + 50}.
\]

Now, we compute the numerator of \( I_1 + 50 \) and find it is \( (X + 27)^2 \) and \( X + 27 \) is indeed a factor of \( f^{E_0}_4 \). After that, \( F_{11} = 54, E_{11} = [85, 11] \) and a factor of \( f^{E_1}_4 \) is \( X + 86 \) so that a factor of \( f^{E_6}_8 \) is \( X^2 + 90X + 65 \).

In some other cases, we have to do more computations, as shown by the following example. Take \( E = [1, 3] \mod p = 1009 \). In Figure 6, we give the tallest subtree of the tree of curves.

As a matter of fact, we cannot go deeper than 6 levels. This means we can compute \( t \mod 2^7 \), but not \( t \mod 2^8 \), which is coherent with the fact that \( t = -50 \) and that \( X^2 + 50X + 1009 \mod 2^8 \) has no roots for \( n \geq 8 \) (for the solution of such an equation, see for example [25, II, th. 4.1]).

7. Remarks and conclusions

We have shown how to use small prime powers in Schoof’s algorithms. The use of small prime powers has proven very useful for the practicality of algorithm SEA. This raises interesting questions concerning isogeny cycles. Our approach works also for the new approach used by the first author for extending Atkin’s ideas to small characteristic [7, 16, 9]. This is certainly the case for the first algorithm we gave and when the characteristic is different from 2 and 3. It remains to find the formulas for the Atkin-Lehner involution used in the other two algorithms.
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**Figure 6.** Tree associated to \( E = [1, 3], p = 1009, \ell = 2. \)
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