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w
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ould a theory of 
distributed com

puting be?
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Ingredients of  
distributed com

puting

•
Processes

•
C

om
m

unication

•
T

im
ing

•
Failures



Problem
s

•
In seq., functions: one input, one output

•
In dist., w

e consider tasks: distributed 
inputs/outputs, represented as sim

plexes

•
Interested m

ainly in coordination, local 
com

putation pow
er disregarded

•
 see som

e exam
ples...
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Everything is solvable w
ith 

perfect com
m

unication

•
Exchange inputs, com

pute locally

•
Even consensus is solvable!

•
 Individual m

achines go beyond Turing

•
Ie, w

e are interested in distributed aspects 
of com

putability: uncertainty due to delays 
and failures
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W
hy som

e w
eaker than 

others?

•
Intuitively, a w

eaker m
odel has m

ore 
interleavings

•
In this sense, stronger m

odels are 
contained in w

eaker, intuitively
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m

unication objects proposed

•
Test&

Set, com
pare&

sw
ap, etc

•
A

nd each one w
ith different pow

er:

•
M

ore pow
erful are m

ore expensive to build



w
hat do w

e expect of a 
“universal” m

odel?



w
hat do w

e expect of a 
“universal” m

odel?



w
hat do w

e expect of a 
“universal” m

odel?

•
W

e w
ant to be able to study (m

ost) 
distributed com

puting issues, and then 
extrapolate to other m

odels



w
hat do w

e expect of a 
“universal” m

odel?

•
W

e w
ant to be able to study (m

ost) 
distributed com

puting issues, and then 
extrapolate to other m

odels

•
N

ot the strongest! T
he strongest can solve 

everything- no failures, no asynchrony, no 
com

m
unication problem

s-- no D
C

 issues!
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A
 universal m

odel 
should

•
Be the w

eakest! T
hen all D

C
 issues appear; 

stronger m
odels are contained in it

•
(But not too w

eak. T
here are details w

e 
w

ant to avoid, or study separately; e.g. 
routing, partitions, etc)
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defined by properties

•
A

synchronous- all 
interleavings

•
read/w

rite or m
essage 

passing- basic w
ay of 

com
m

unicating 
inform

ation, direct all-
to-all

•
any num

ber of processes 
can crash:  w

ait-free

•
crash failures only (m

ore 
severe have not been 
studied as m

uch)
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Exam
ple of a one-round 

“universal” m
odel

•
a shared array 

•
W

rite in your location, 

•
read all array in an atom

ic snapshot



n Processes



asynchronous



read/write 
shared 
array
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snapshots

-
Each process obtains a set of (ids,values) 

-
the sets can be ordered by containm

ent
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R
epresentation using 

sim
plicial com

plexes
Collection of 

sim
plexes 

closed 
under 

containm
ent
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3-dim
 sim
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consensus task  
3 processes

Input Com
plex
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00
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1

0

0
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1
1

O
utput Com

plex
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C
om

plex of possible 
view

s after one round

1 doesn't  know if 
2 other saw it



W
ait-free theorem

 for 
n processes

For any “universal” m
odel, the 

protocol com
plex after k rounds 

can be assum
ed to be

-  a subdivision of the input 
com

plex 



im
plications in term

s of

-  task solvability 
-  com

plexity 
-  com

putability
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3 cannot agree on 2 values

input com
plex

after k round
output com

plex

0

1
2

0

1
2

Cannot m
ap 

som
ething without a hole 

to som
ething with a hole



Conclusions





- D
ist Com

putability is not about TM
, but 

about topology 



It is a m
atter of 

perspectives,  
of courseBut perspectives can be 

com
plicated, they  

can evolve and they can 
depend on the environm

ent



D
ual of Kripke m

odels 

Explored with Eric Goubault, Jerem
y Ledent and 

H
ans van D

itm
arsch 

In a series of papers since GA
N

D
A

LF 18



Perspectives Evolve  

w
ith com

m
unication 

W
erner,  

The Talm
ud D

iscussion



Perspectives evolve   
differently in different  

situations

Rashom
on, Kurosawa 1950
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D
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 A
s perspectives  

evolve they preserve topological properties !!!

Com
putability is determ

ined 
by how well the topology is 

preserved 

A
nd com

plexity by how fast 
the refinem

ent can be m
ade



A
 consequence
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not contractible

contractible

 
Contractibility is undecidable



EN
D

 

Thank you


