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Abstract. Establishing local consistency is one of the main algorithmic techniques in tem-
poral and spatial reasoning. A central question for the various proposed temporal and spatial
constraint languages is whether local consistency implies global consistency. Showing that a
constraint language Γ has this “local-to-global” property implies polynomial-time tractabil-
ity of the constraint language, and has further pleasant algorithmic consequences.
In the present paper, we study the “local-to-global” property by making use of a recently
established connection of this property with universal algebra. Roughly speaking, the con-
nection shows that this property is equivalent to the presence of a so-called quasi near-
unanimity polymorphism of the constraint language. We obtain new algorithmic results and
give very concise proofs of previously known theorems. Our results concern well-known and
heavily studied formalisms such as the point algebra, Allen’s interval algebra, and the spatial
reasoning language RCC-5.

1 Introduction

Temporal and spatial reasoning is a subdiscipline in Artificial Intelligence that developed in the
1990s, and has many applications, for instance in natural language processing, geographic in-
formation systems, computational biology, and document interpretation; for references, see the
monograph [FGV05] and the survey [RN07]. A common reasoning task in this field is to decide,
given a set of relationships concerning temporal events or spatial regions, whether or not there
exists a model fulfilling all of the relationships. It is well-acknowledged that instances of this rea-
soning task may be modelled using the constraint satisfaction problem (CSP), a computational
problem in which the input consists of a set of constraints on variables, and the question is whether
or not there is an assignment to the variables satisfying all of the constraints. In this vein, a fa-
mous example from temporal reasoning is the CSP for Allen’s Interval Algebra, where the variables
denote intervals in time, and the constraints talk about relationships between intervals such as
containment, overlap, and so forth [All83].

CSPs for temporal and spatial reasoning have been studied from a computational complexity
perspective by restricting the sets of relationships that may be used. In the CSP formalism, this
amounts to restricting the set of predicates that may be used to form constraints; we call such a
restricted predicate set a constraint language, following the CSP literature.

A primary algorithmic technique for solving CSPs in spatial and temporal reasoning is the pro-
cess of establishing k-consistency, an inferential process that yields a problem that is k-consistent:
any partial solution on (k − 1) variables can be extended to any other variable. The notions of
consistency that we employ in this paper are due to [Mac77,Fre82,Dec92]; formal definitions are
provided later (see Section 2). For some constraint languages, it is known that (for some constant
k) establishing k-consistency implies global consistency, the property of being i-consistent for all i.
We refer to this property of constraint languages as the “local-to-global” property. Showing that
a constraint language possesses this property implies that it is polynomial-time tractable, and has
further desirable algorithmic consequences; for instance, we demonstrate a connection to a quan-
tifier elimination algorithm for the quantified constraint satisfaction problem over the constraint
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language. One of the central questions for the various temporal and spatial constraint languages
is to understand which such languages enjoy the “local-to-global” property.

In this paper, we study this question by making use of algebraic techniques for studying
the complexity of constraint languages that have recently come into focus (see for instance the
surveys [BJK05,CJ06]). Specifically, a fundamental result [BKJ05] associates to every constraint
language an algebra in a way that permits the use of universal algebraic concepts and methods
in the study of the complexity and algorithmic behavior of constraint languages. Utilizing this
algebraic perspective, we both derive new algorithmic results and give very concise proofs of
previously known theorems. We thus establish connections between two research areas–temporal
and spatial reasoning, and algebraic techniques for constraint languages–that have up to the
present seen little interaction, but indeed, as evidenced by our results, unite quite naturally. We
hope that the present work serves to stimulate further interaction between these two areas.

Before giving more detail on our contributions, we describe how exactly we view temporal
and spatial reasoning problems within the CSP framework, and which tools from CSP theory we
employ. First, it should be pointed out that much of the work on CSP complexity has focused
on constraint languages over finite domains. For such constraint languages, an exact algebraic
characterization of the “local-to-global” property is known, namely, a constraint language has this
property if and only if it has a so-called near-unanimity polymorphism. This characterization was
presented in [JCC98] and in [FV99], and in part can be seen as reformulation of a classical result
in universal algebra [BP74].

On the other hand, many temporal and spatial reasoning problems are naturally formulated as
the CSP over constraint languages with infinite domains. Fortunately, a number of such problems
can be formulated as the CSP over a language from the class of ω-categorical constraint languages,
a class of languages that is known to be relatively manageable from the algebraic and logical
viewpoints [BN06,HN92]. Formulability in this class is well-known for the Point Algebra, and for
Allen’s interval algebra and all its fragments [Hir96]. Moreover, it has recently been shown that
the mentioned algebraic characterization of the “local-to-global” property essentially remains valid
for ω-categorical structures [BD06]. Precisely, it has been shown that an ω-categorical constraint
language of bounded maximal arity has this property if and only if it has a so-called oligopotent
quasi near-unanimity polymorphism.

Contributions and outline. Sections 2 and 3 recall fundamental facts from the theory of con-
straint satisfaction that allow us to study temporal and spatial constraint languages algebraically.
In Section 4 we prove results concerning the existence and properties of quasi near-unanimity poly-
morphisms for infinite posets. One of the applications of this result is a new and concise proof of the
result of Koubarakis that (2k+ 1)-consistency (but not 2k-consistency) implies global tractability
for the Point Algebra with disjunctions of disequalities on at most k variables [Kou97] (discussed
in Section 5). In Section 5, we provide characterizations of the fragments of the point algebra in
terms of quasi near-unanimity polymorphisms. We also show that if we extend the constraint lan-
guage for the Point Algebra to contain disjunctions of disequalities, the corresponding (uniform)
quantified CSP can be solved in NL, giving a strict extension of the result of Koubarakis [Kou97].

In Section 6, we study the spatial reasoning formalism RCC-5. We first formulate the corre-
sponding CSP with an ω-categorical constraint language, and then show that the so-called basic
relations of RCC-5 possess the “local-to-global” property. In fact, in analogy to Koubarakis’ re-
sult on the Point Algebra, we show that (2k + 1)-consistency (but not 2k-consistency) implies
global consistency for the basic relations of RCC-5 with disjunctions of disequalities on at most k
variables.

Finally, we present a general technique for establishing the “local-to-global” property for vari-
ous temporal and spatial constraint languages, which is based on the model-theoretic concept of
primitive positive interpretations (Section 7). We apply this technique to the pointizable fragment
of Allen’s interval algebra: we show that the basic relations of the rectangular algebra have a 5-ary
quasi near-unanimity polymorphism, and hence that they have the “local-to-global” property.



2 Preliminaries

Relational structures. A relational signature τ is a set of relation symbols Ri, each of which has
an associated finite arity ki. A relational structure Γ over the signature τ (also called τ -structure)
is a set DΓ (the domain) together with a relation Ri ⊆ Dki

Γ for each relation symbol of arity
ki from τ . For simplicity, we use the same symbol for a relation symbol and the corresponding
relation. If necessary, we write RΓ to indicate that we are talking about the relation R belonging
to the structure Γ . If a relational structure ∆ can be obtained from a relational structure Γ by
removing some of the relations from the structure and the signature of Γ , then ∆ is called a reduct
or fragment of Γ , and Γ is called an expansion of ∆.

A homomorphism from a structure Γ over signature τ to another structure Γ ′ over the same
signature τ is a mapping h from DΓ to DΓ ′ such that for each relation symbol R ∈ τ , and for
every tuple (a1, . . . , ak) ∈ RΓ , it holds that (h(a1), . . . , h(ak)) ∈ RΓ

′
. A homomorphism h from

Γ to Γ ′ is called strong if for each relation symbol R and for every tuple (a1, . . . , ak) ∈ (DΓ )k,
it holds that: (a1, . . . , ak) ∈ RΓ if and only if (h(a1), . . . , h(ak)) ∈ RΓ

′
. An isomorphism from a

structure Γ to a structure Γ ′ is a strong homomorphism that is bijective, and an automorphism
is an isomorphism from a structure Γ to itself. Note that in this paper, particularly in Section 6,
we will sometime use the tuple notation (D,R1, . . . , Rk) to denote a relational structure; the first
element D denotes the universe and the Ri denote relations over D.

Let Γ be a structure with relational signature τ . If E ⊆ (DΓ )2 is an equivalence relation,
we write Γ/E for the factor structure ∆ with signature τ , defined as follows. The domain of ∆
consists of the equivalence classes of E, and a tuple (C1, . . . , Ck) is in a k-ary relation R∆ iff there
is (c1, . . . , ck) ∈ RΓ with c1 ∈ C1, . . . , ck ∈ Ck.

For a subset S of DΓ , we write Γ [S] for the substructure of Γ induced by S. In this paper,
substructure always means induced substructure, as in [Hod97]. An embedding of a τ -structure Γ
in a τ -structure ∆ is a mapping f : DΓ → D∆ that is an isomorphism between Γ and ∆[f(DΓ )].

The constraint satisfaction problem. A constraint language is simply a relational structure;
we typically refer to a relational structure Γ as a constraint language when we are interested in the
constraint satisfaction or the quantified constraint satisfaction problem for Γ , which are defined
below.

A first-order formula φ is called a τ -formula if all symbols in φ are either the standard logical
symbols {∃,∀,∧,∨,¬,=, false}, variable symbols, or from τ . A first-order τ -formula φ is called a
τ -sentence if φ has no free variables. A first-order τ -formula is called primitive positive (for short,
pp) if it is of the form

∃x1, . . . , xn.ψ1 ∧ · · · ∧ ψm ,

where each ψi is an atomic τ -formula (a formula false, x = y, or R(x1, . . . , xk) for R ∈ τ) that can
contain both free variables and quantified variables from {x1, . . . , xn}. The constraint satisfaction
problem (CSP) for Γ is the computational problem to determine for a given primitive positive
τ -sentence Φ whether Φ is true in Γ . We sometimes refer to the atomic formulas ψi in an instance
of a CSP as constraints. It is well-known and easy to see (we refer to [KV98]) that the constraint
satisfaction problem for Γ can also be formalized as the problem to determine for a given finite
τ -structure whether there exists a homomorphism from the structure to Γ . We mostly use the logic
formulation, but might sometimes also use the homomorphism formulation when this is convenient.

A first-order τ -formula is conjunctive positive if it has the form

Q1v1 . . . Qnvn(ψ1 ∧ . . . ∧ ψm),

where each Qi is a quantifier from {∀,∃}, and each ψi is an atomic τ -formula that can contain
both free variables and quantified variables from {v1, . . . , vn}. The quantified constraint satisfaction
problem for Γ , denoted by QCSP(Γ ), is the problem of deciding for a given conjunctive positive
τ -sentence whether or not the formula is true in Γ . Note that both the universal and existential
quantification is understood to take place over the entire universe of Γ .



Let R be a k-ary relation and let Γ be a τ -structure. We say that R has a pp-definition
(or is pp-definable) in Γ if there exists a pp-formula φ with free variables x1, . . . , xk such that
R(x1, . . . , xk) = φ(x1, . . . , xk). Analogously, we define the concept of a cp-definition. The constraint
language that contains all pp-definable relations in Γ is denoted by 〈Γ 〉.

Amalgamation. As we have already mentioned in the introduction, it turns out that many
CSPs in temporal and spatial reasoning (in particular, if they concern so-called qualitative for-
malisms [RN07]) can be formulated with constraint languages that are ω-categorical. A relational
structure Γ is called ω-categorical if all countable models of the first-order theory1 of Γ are iso-
morphic to Γ .

To formulate computational problems for temporal and spatial calculi as constraint satisfaction
problems with ω-categorical constraint languages, the following concept is very powerful. The age
of a relational structure Γ is the set of finite structures that embed into Γ (this is terminology
that goes back to Fräıssé [Fra86]). A class of finite relational structures C is an amalgamation class
if C is nonempty, closed under isomorphisms and taking substructures, and has the amalgamation
property, which says that for all A,B1, B2 ∈ C and embeddings e1 : A → B1 and e2 : A → B2

there exists C ∈ C and embeddings f1 : B1 → C and f2 : B2 → C such that f1e1 = f2e2.
A structure is homogeneous (sometimes called ultra-homogeneous [Hod97]) if every isomor-

phism between finite substructures of Γ can be extended to an automorphism.

Theorem 1 (Fräıssé [Fra86]). A countable class C of finite relational structures with countable
signature is the age of a countable homogeneous structure Γ if and only if C is an amalgamation
class. In this case Γ is up to isomorphism unique and called the Fräıssé-limit of C.

Homogeneous structures provide a rich source of ω-categorical structures.

Proposition 2 (see e.g. [Hod97]). A countable homogeneous structure Γ over a finite relational
signature is ω-categorical.

The following is well-known; a proof can be found in [BD06]. The second part of the proposition
is not proven there, but can be shown analogously.

Proposition 3. Let ∆ be a countable structure and let Γ be ω-categorical. Then ∆ homomor-
phically maps to Γ if and only if all finite (induced, or equivalently weak) substructures of ∆
homomorphically map to Γ . The structure ∆ injectively homomorphically maps to Γ if and only
if all finite induced substructures of ∆ injectively homomorphically map to Γ .

Polymorphisms. The (direct-, categorical-, or cross-) product Γ1 × Γ2 of two relational τ -
structures Γ1 and Γ2 is a τ -structure on the domain DΓ1 × DΓ2 . For all relations R ∈ τ the
relation R

(
(x1, y1), . . . , (xk, yk)

)
holds in Γ1 × Γ2 iff R(x1, . . . , xk) holds in Γ1 and R(y1, . . . , yk)

holds in Γ2. Homomorphisms from Γ k = Γ × . . . × Γ to Γ are called polymorphisms of Γ . If
f : Dk → D is a polymorphism of a relational structure (D,R), we also say that f preserves the
relation R (and otherwise f violates the relation R).

The set of all polymorphisms of Γ gives rise to an algebra Al(Γ ), defined as follows. The
domain of the algebra equals the domain of Γ , and the algebra has a function (and an associated
function symbol) for each polymorphisms of Γ . For finite domain constraint languages, Bulatov et
al. [BKJ05] give a detailed exposition of this concept. A property of the algebra Al(Γ ) is that it is
locally closed, i.e., if f is a k-ary operation such that for every finite subset A of the domain there
is a k-ary operation g in Al(Γ ) such that f(x) = g(x) for all x ∈ Ak, then f is also an operation
in Al(Γ ). (Note that this property is non-trivial only in the case that Γ has an infinite domain.)

We say that a polymorphism f of an ω-categorical structure Γ is oligopotent if the diagonal
of f , that is, the function f(x, . . . , x), is contained in the locally closed clone generated by the
automorphisms of Γ .

The importance of polymorphisms stems from the following powerful preservation theorem
that characterize primitive positive definability over ω-categorical structures.
1 the first-order theory of a τ -structure Γ is the set of all τ -sentences that are true in Γ .



Theorem 4 (of [BN06]). Let Γ be an ω-categorical structure. Then a relation R is pp-definable
in Γ if and only if it is preserved by all polymorphisms of Γ .

3 Consistency and QNUFs

Consistency. Establishing 2- and 3-consistency (defined below) are the most prominent algorith-
mic techniques for constraint satisfaction, due to their wide applicability in practical applications.
On the other hand, the question whether a (quantified) constraint satisfaction problem can be
solved in polynomial time by consistency techniques leads to challenging theoretical problems.
We first introduce the basic definitions, and then present the mentioned connection to universal
algebra.

A projective homomorphism from A to Γ is a mapping f from a subset S of DA to Γ such
that for every (t1, . . . , tk) ∈ RA there exists a tuple (b1, . . . , bk) ∈ RΓ such that f(ti) = bi for all
ti ∈ S.

Definition 5. Let Γ be a relational structure. An instance A of CSP(Γ ) is called k-consistent if
for every size k subset S = {v1, . . . , vk} of the elements of A and every projective homomorphism
h from A to Γ defined on {v1, . . . , vk−1} there exists an extension of h defined on S that is a
projective homomorphism from A to Γ . An instance A of CSP(Γ ) is called strongly k-consistent
if it is l-consistent for all l ≤ k.

An important feature of strong k-consistency is that for every fixed k and for every finite or
ω-categorical structure Γ there is an algorithm that establishes strong k-consistency for a given
instance A of CSP(Γ ), i.e., computes a strongly k-consistent instance B that is logically equivalent
to A; to formalize this idea, we need the following definition.

Definition 6. Let Γ be constraint language, and let ∆ be an expansion of Γ by finitely many
primitive positive definable relations of Γ (in particular, Γ and ∆ are defined on the same domain
D). We say that an instance B of CSP(∆) is a strongly k-consistent variant of an instance A of
CSP(Γ ) if B is strongly k-consistent, has the same set of variables V (A) as A, and every mapping
from V (A) to D is a solution for B if and only if it is a solution for A.

In Proposition 7 below, we state a fact that is well-known for constraint languages over a finite
domain; for ω-categorical constraint languages a proof can be found in [BD06]. We would like
to remark that the algorithms that are used in the proof of Proposition 7 can be formulated as
Datalog programs (Datalog programs can be seen as Prolog programs without function symbols,
and are a well-studied concept in Database theory and finite model theory; see e.g. [AHV95,EF99]).

Proposition 7. Let Γ be a finite or an ω-categorical structure over a finite relational signature.
Then for every k there is a polynomial-time algorithm that computes a strongly k-consistent variant
of a given instance A of CSP(Γ ).

Proof. This is a well-known fact for constraint languages Γ over a finite domain. For ω-categorical
structures Γ , the statement follows from [BD06], since the evaluation of the canonical (l, k)-Datalog
program on A produces a k-consistent variant of A, where k is the maximal arity of the relations
from Γ . ut

We would like to remark that in artificial intelligence and in the theory of relation algebras,
3-consistency is usually called path-consistency. Note that if a strongly k-consistent variant B of
an instance A of CSP(Γ ) contains a constraint with a relation symbol that denotes an empty
relation in Γ , then A does not have a solution. The converse need not be true in general.

Definition 8. A constraint language Γ has width k when: a strongly k + 1-consistent instance
A of CSP(Γ ) has a solution if and only if A does not contain a constraint with a relation symbol
that denotes an empty relation in Γ .



Global consistency. Some constraint languages Γ have the strong property that every strongly
k-consistent instance of CSP(Γ ) is automatically globally consistent (from [Fre82], see Definition 9
below).

Definition 9. An instance A of CSP(Γ ) is called globally consistent iff it is k-consistent for all
1 ≤ k ≤ |A|.

It follows easily from Proposition 7 that if Γ has the property that every strongly k-consistent
instance of CSP(Γ ) is globally consistent, then CSP(Γ ) can be solved in polynomial time.

But note that Γ might have width k, while at the same time strong k-consistency does not
establish global consistency. A well-known example over a two-element domain are boolean con-
straint languages that are preserved by the maximum operation (the relations in such a con-
straint language can be defined by Horn clauses). A well-known example over an infinite domain is
CSP(Q,≤, 6=). Vilain, Kautz and van Beek [MVvB89] have shown that this CSP has width 2, but
establishing strong 3-consistency does not imply global consistency (however, establishing strong
5-consistency implies global consistency, due to a result by Koubarakis [Kou97]).

Quasi near-unanimity functions. We now present the connection of the “local-to-global” prop-
erty to universal algebra mentioned in the introduction.

Definition 10. A k-ary function f : Dk → D, for k ≥ 3, is called a quasi near-unanimity
function (short, a QNUF), if it satisfies f(x, . . . , x, y) = f(x, . . . , x, y, x) = · · · = f(y, x, . . . , x) =
f(x, . . . , x) for all x, y ∈ D.

As an example, consider the structure (Q,≤), and the operation median, which is the ternary
function that returns the median of its three arguments. More precisely, for three elements x, y, z
from Q, suppose that {x, y, z} = {a, b, c}, where a ≤ b ≤ c. Then median(x , y , z ) is defined to have
value b. It is easy to verify that median is a ternary quasi near-unanimity function, and that it is
a polymorphism of (Q,≤, <).

The following two results are of central importance in this paper, and they generalize well-
known facts for finite structures Γ [BP74,FV99,JCC98]. The statement of item (3) in Theorem 8
in [BD06] mistakenly misses the word oligopotent ; this has been corrected in the journal version
[BD08]. Also note that CSP(Γ ) has strict width k in the terminology of [BD06,BD08] if and only
if every stronlgy k-consistent instance of CSP(Γ ) is globally consistent.

Theorem 11 (Theorem 8 of [BD06], Theorem 13 of [BD08]). Let k ≥ 3. An ω-categorical
structure Γ of bounded maximal arity has a k-ary oligopotent QNU-polymorphism if and only if
every strongly k-consistent instance of CSP(Γ ) is globally consistent.

There is yet another characterization of constraint languages having a QNU-polymorphism.
We say that a constraint language Γ is k-decomposable if every relation in Γ can be defined by a
conjunction of at most k-ary primitive positive definable relations in Γ .

Theorem 12 (of [BC07a]). Let k ≥ 3. An ω-categorical structure Γ has a k-ary oligopotent
QNU-polymorphism if and only if Γ is (k − 1)-decomposable.

Innermost quantifier elimination. In this section, we show that if an ω-categorical constraint
language has a surjective oligopotent QNU polymorphism, then QCSP(Γ ) can be solved in poly-
nomial time. This was already known for constraint languages over finite domains, see e.g. [Che].
The same idea that was applied there can be applied for ω-categorical constraint languages.

Theorem 13. Let Γ be an ω-categorical constraint language with a surjective oligopotent QNU
polymorphism. Then QCSP(Γ ) is in P.

Proof. Let r be the maximal arity of the relations in Γ . In this proof we assume that Γ contains all
cp-definable relations over Γ of arity at most r−1. This assumption is justified because expanding
Γ by cp-definable relations clearly preserves the set of surjective polymorphisms.



The algorithm eliminates the variables of a given instance φ of QCSP(Γ ), starting from the
innermost variable vn, and computes a conjunctive-positive sentence φ′ that is equivalent to φ,
without the variable vn. To do so, the algorithm first establishes strong k-consistency on the
quantifier-free part of φ (viewing this part as an instance of the CSP; here we use Proposition 7
and the assumption that Γ is ω-categorical). If a constraint for the empty relation was derived
during establishing strong k-consistency, then the algorithm reports that the instance is false over
Γ . If vn is existentially quantified, the algorithm replaces each constraint containing the variable
vn by the constraint obtained by projecting away the coordinate corresponding to vn. This leads
to an equivalent instance, because the instance was strongly n− 1-consistent. If vn is universally
quantified, then the universal quantifier distributes over all the conjunctively combined constraints
ψ. We replace each constraint ψ containing vn by the constraint defined by ∀vn.ψ. Clearly, we can
then proceed with the next variable vn−1 in the same fashion. This process can be iterated, and
if the algorithm never report that the instance is false, it eventually shows that the sentence is
true. ut

4 Posets

In this section, we develop some general results on QNU polymorphisms of posets, which we will
utilize in the following sections. We use [k] to denote the first k natural numbers, {1, . . . , k}.

Definition 14. Relative to a poset (D,≤), we say that b ∈ D is the middle value of a tuple
t = (t1, . . . , tk) (with k ≥ 3) if there exists a permutation π : [k] → [k] such that tπ(1) ≤ · · · ≤ tπ(k)

and b = tπ(2) = · · · = tπ(k−1). In this situation, we call tπ(1) the low value of t, and tπ(k) the high
value.

Note that not every tuple has a middle value, but when a tuple does have a middle value, it
has a unique middle value.

Definition 15. Relative to a poset (D,≤), we say that b ∈ D is the main value of a tuple t =
(t1, . . . , tk) (with k ≥ 3) if either b is the middle value of the tuple t, or b occurs in (at least) k− 1
coordinates of t.

Again, not every tuple has a main value, but when a tuple has a main value, it is unique.
Using the definition of main value, we can now define an equivalence relation on the set of all

tuples of length k. Let (D,≤) be a poset and let t, t′ be two tuples of length k. We write t ≡m t′

if either t = t′ or t and t′ have the same main value. We show that any QNUF on a poset must
map equivalent tuples to the same point.

Proposition 16. Let Γ = (D,≤) be a poset, k ≥ 3, and let f : Γ k → Γ be a QNU polymorphism
of Γ . For two tuples t, t′ of length k, if t ≡m t′, then f(t) = f(t′).

Proof. Let t, t′ be two tuples of length k such that t ≡m t′. If t = t′, then clearly f(t) = f(t′). If
t and t′ both have the same main value b ∈ D, we show that f(t) = f(b, . . . , b) = f(t′). We prove
that f(t) = f(b, . . . , b); the proof that f(t′) = f(b, . . . , b) is identical. If t has k−1 coordinates equal
to b, then f(t) = f(b, . . . , b) by the QNUF identities. So suppose that t has middle value b, let π :
[k] → [k] be a witnessing permutation, and let a = tπ(1) and c = tπ(k), so that we have a = tπ(1) ≤
· · · ≤ tπ(k) = c. For the sake of notation, we assume that π is the identity; the proof in the general
case is identical, but with the coordinates permuted according to π. We have t = (a, b, . . . , b, c).
Since f is a polymorphism of Γ , we have f(t) ≤ f(b, b, . . . , b, c) and f(a, b, . . . , b, b) ≤ f(t). On
the other hand, since f is a QNUF we have f(b, b, . . . , b, c) = f(b, b, . . . , b, b) = f(a, b, . . . , b, b).
It follows that f(t) ≤ f(b, b, . . . , b, c) = f(b, b, . . . , b, b) = f(a, b, . . . , b, b) ≤ f(t) and since Γ is a
poset, we have f(t) = f(b, b, . . . , b, b). ut

We now show that, under some mild assumptions, a poset has QNU polymorphisms of all
arities which only identify together tuples that are equivalent under our equivalence relation ≡m.



Theorem 17. Let Γ = (D,≤) be an ω-categorical poset such that there is an injective homomor-
phism from (N,≤) to Γ . For all k ≥ 3, there exists a k-ary QNU polymorphism f : Γ k → Γ such
that for all tuples t, t′ ∈ Dk, it holds that t ≡m t′ if and only if f(t) = f(t′). Moreover, for any
relation R ⊆ Dm definable by a disjunction of disequalities over m variables and k ≥ 2m+ 1, the
resulting polymorphism f : Γ k → Γ preserves R.

We say that a relation R ⊆ Dm is definable by a disjunction of disequalities over m variables if
there exists a disjunction of disequalities φ over variables {v1, . . . , vm} such that R(v1, . . . , vm) ≡
φ(v1, . . . , vm). As an example, consider the relation R such that R(v1, v2, v3, v4, v5) ≡ (v1 6=
v2 ∨ v2 6= v3 ∨ v4 6= v5). Here, we assume that each of the variables v1, . . . , vm appears in
some disequality. Disjunctions of disequalities were studied in the context of temporal reason-
ing by Koubarakis [Kou01], and we may mention also that they appear in the classification result
of [BC07b].

We need to present some intermediate results before proving Theorem 17. The following defi-
nition will be wieldy.

Definition 18. Relative to a poset (D,≤), we say that a tuple (t1, . . . , tk) is j-superior to d ∈ D
if the tuple contains j coordinates that are greater than or equal to d in the poset, that is, there is
a subset S ⊆ [k] of size j such that ti ≥ d for all i ∈ S. Similarly, we say that a tuple (t1, . . . , tk)
is j-inferior to d ∈ D if there is a subset S ⊆ [k] of size j such that ti ≤ d for all i ∈ S.

Proposition 19. Let (D,≤) be a poset, let k ≥ 3 and let j ∈ [k] \ {1, k}. Let t, t′ ∈ Dk be two
tuples such that t ≡m t′ and let d ∈ D be a value. The tuple t is j-superior to d if and only if
the tuple t′ is j-superior to d. Similarly, the tuple t is j-inferior to d if and only if the tuple t′ is
j-inferior to d.

Proof. Suppose that t ≡m t′. By symmetry, it suffices to show that if t is j-superior to d, then t′

is j-superior to d. If t = t′, the claim is clear. So suppose that t and t′ both have main value b.
It suffices to show that b ≥ d, since (in virtue of having main value b) t′ is (k − 1)-superior to b,
and will thus be j-superior to b. Let S ⊆ [k] be a set of size j such that ti ≥ d for all i ∈ S. Let
T ⊆ [k] be the coordinates where t takes on its main value. If S ∩ T is non-empty, then for any
i ∈ S ∩ T we have b = ti ≥ d. Now consider the case where S ∩ T is empty. We know |S| ≥ 2 and
|T | ≥ k − 2, so in fact we have |S| = 2 and |T | = k − 2. We have that {ts : s ∈ S} contains both
the high value and low value a of t, implying that a ≥ d. Since b ≥ a, we conclude that b ≥ d. ut

Lemma 20. Let (D,≤) be a poset and define (E,�) as (D,≤)k/ ≡m (for some k ≥ 3). The
relation � has no non-trivial cycles, that is, there are no distinct elements T1, . . . , Tn ∈ E such
that T1 � · · · � Tn � T1 and n ≥ 2.

Notice that, in light of Proposition 19, we may speak of an element T ∈ E being j-superior to
d (for j ∈ [k] \ {1, k}): by that proposition, either all tuples in T are j-superior to d, or none of
them are. This same fact holds for the notion of j-inferiority.

Proof. We prove this by contradiction. Assume that T1 � · · · � Tn � T1 and n ≥ 2, with the Ti
pairwise distinct. If none of the Ti have a main value, then we have a contradiction since (D,≤)k

has no non-trivial cycles. So assume that T1 has main value b. Every tuple in T1 is (k−1)-superior
to b. Since T1 ≤ T2, every tuple in T2 is (k− 1)-superior to b. Similarly, since T2 � · · · � Tn � T1,
every tuple in T2 is (k− 1)-inferior to b. Let t be any tuple in T2, let S ⊆ [k] be a k− 1 size subset
such that tj ≥ b for all j ∈ S, and let I ⊆ [k] be a k − 1 size subset such that tj ≤ b for all j ∈ I.
Observe that for all j ∈ (S ∩ I), we have tj = b. If S = I, then ti = b for all j ∈ S = I and ti
has b as its main value, contradicting the distinctness of T1 and T2. If S 6= I, then let s, i ∈ [k] be
coordinates such that S = {s} ∪ (S ∩ I), and I = {i} ∪ (S ∩ I). Notice that {s}, (S ∩ I), and {i}
form a partition of [k]. We have ti ≤ b ≤ ts and b = tj for all j ∈ (S ∩ I), so t has b as its middle
value and hence as its main value, contradicting the distinctness of T1 and T2. ut



Proof (Theorem 17). We want to show that there is a homomorphism f : Γ k → Γ that is a QNUF
such that t ≡m t′ if and only if f(t) = f(t′). Let (E,�) be the structure (D,≤)k/ ≡m. It suffices
to show that there is an injective homomorphism from (E,�) to (D,≤); notice that ≡m equates
tuples that are related by the QNUF identities. By Proposition 3, it suffices to show that every
finite induced substructure of (E,�) has an injective homomorphism to (D,≤). Let E′ be a finite
subset of E. We have shown in Lemma 20 that (E,�) contains no non-trivial cycles, implying that
(E′,�) contains no non-trivial cycles. Thus, there is an injective homomorphism h from (E′,�) to
(N,≤). Composing this with the injective homomorphism from (N,≤) to Γ , we obtain an injective
homomorphism from (E′,�) to Γ .

For the claim concerning disjunctions of disequalities, let R ⊆ Dm be definable by a disjunction
of disequalities. Assume k ≥ 2m + 1 and let t1, . . . , tk ∈ R be tuples. We want to show that
f(t1, . . . , tk) ∈ R. Since R is definable by a disjunction of disequalities, it suffices to show that
there exists a tuple tl (with l ∈ [k]) such that for all pairs of coordinates i, j ∈ [m], f(t1i, . . . , tki) =
f(t1j , . . . , tkj) implies tli = tlj . For each i ∈ [m], if (t1i, . . . , tki) has a main value, let Si ⊆ [k]
be coordinates where that tuple takes on the main value, and let Si = [k] otherwise. Notice that
for each i ∈ [m] we have |Si| ≥ k − 2. Combining this with the assumption that k ≥ 2m + 1,
we obtain that ∩i∈[m]Si is non-empty. Let l be any value in ∩i∈[m]Si. Now, let i, j ∈ [m] be
coordinates such that f(t1i, . . . , tki) = f(t1j , . . . , tkj). By the first part of this theorem, we have
(t1i, . . . , tki) ≡m (t1j , . . . , tkj). If the these two tuples are equal, it clearly holds that tli = tlj . If
these two tuples have the same main value, we obtain tli = tlj from our choice of l. ut

The following proposition complements Theorem 17, showing that the given arity bound for
preserving disjunctions of disequalities is optimal.

Proposition 21. Let (D,≤) be a poset with three distinct values a, b, c ∈ D such that a ≤ b ≤ c.
Let R ⊆ Dm be a relation definable by a disjunction of disequalities. There is no QNUF of arity
2m preserving R.

Recall that in speaking of a relation definable by a disjunction of disequalities, we assume that
each variable appears in at least one disequality.

Proof. We define 2m tuples s1, t1, . . . , sm, tm ∈ Dm in the following way. For all i ∈ [m], define si
to be the tuple equal to a in coordinate i, and b otherwise; and, define ti to be the tuple equal
to c in coordinate i, and b otherwise. All of these tuples are in R: in the tuples si and ti, the ith
coordinate is different from the rest, so the disequality involving the ith coordinate is satisfied.
On the other hand, looking at any coordinate i, we have that (s1i, t1i, . . . , smi, tmi) is equal to b
everywhere except at sii and tii, where it is a and c, respectively; thus (s1i, t1i, . . . , smi, tmi) has
b as middle value, and by Proposition 16, f(s1i, t1i, . . . , smi, tmi) is equal to f(b, . . . , b). It follows
that f(s1, t1, . . . , sm, tm) = (f(b, . . . , b), . . . , f(b, . . . , b)) which is not in R. ut

5 The Point Algebra, fragments, and expansions

The Point Algebra is one of the most fundamental formalisms for temporal reasoning. The corre-
sponding constraint language is

ΓPA = (Q;≤, <,>,≥, 6=,=,Q2, ∅)

with the obvious interpretation to the eight binary relation symbols of this structure. It is well-
known that this structure is homogeneous and ω-categorical [Hod97]. We would like to remark that
formally, the Point Algebra is a relation algebra [LM94,Due05], which has a natural representation
by the relational structure ΓPA. The notion of relation algebra and representations of relation
algebras are not of importance in this paper, and it suffices to study ΓPA for our purposes [LM94,
Due05].

In this section, we study ΓPA, its fragments, and its expansions from the algebraic viewpoint.
We begin with ΓPA itself. Koubarakis [Kou97] showed that strong 5-consistency implies global
consistency for CSP(ΓPA). In combination with Theorem 11, this implies the following.



Theorem 22. The point algebra has an oligopotent QNU polymorphism of arity 5, but no oligopo-
tent QNU polymorphism of arity 4.

We observe that we may obtain an alternative proof of this theorem from results in the previous
section. Note that via Theorem 11, this also leads to an alternative proof of the theorem of
Koubarakis.

Proof (Theorem 22). It is clear that all relations of ΓPA have a primitive positive definition in
(Q,≤, 6=), and we therefore work with this constraint language instead of ΓPA. The existence
of a 5-ary QNU polymorphism f then follows from Theorem 17. The polymorphism f must be
oligomorphic, because the unary operation defined by f(x, . . . , x) preserves ≤ and 6=, and it is easy
to see that such operations are interpolated by the automorphisms of (Q,≤, 6=). The non-existence
of a 4-ary QNU polymorphism follows from Proposition 21. ut

It can be shown that the image of the constructed polymorphism is a dense subset of the
rational numbers. It is then not hard to see from local closure arguments and the homogeneity
of ΓPA that ΓPA also has a surjective 5-ary QNU polymorphism. Therefore, Theorem 13 shows
that QCSP(ΓPA) is in P. We will see a stronger algorithmic result for the QCSP over ΓPA at the
end of this section.

5.1 Fragments

In this subsection we give algebraic characterizations of fragments of the point algebra. Thereby we
provide illustrations of simple but fundamental QNU operations. We believe that the operational
descriptions of these fragments are important for future research, for example for a systematic
investigation of the class of all temporal constraint languages up to pp-definability.

If f1, f2, . . . are operations from Qk → Q, then InvQ(f1 , f2 , . . . ) denotes the set of relations
with a first-order definition in (Q, <) that are preserved by all operations f1, f2, . . . . The three
binary relations Q2, ∅, and = are trivial from our standpoint, as we study pp-definability; other
than these relations, there are exactly five binary first-order definable relations: >, <, ≥, ≤, and
6= (this follows from the fact that every first-order definable relation over a relational structure Γ
is preserved by the automorphisms of Γ , and that the 8 relations mentioned above are precisely
the binary relations that are preserved by the automorphisms of (Q, <)).

We first consider two fragments with two binary relations.

Theorem 23. 〈(Q, <,≤)〉 = InvQ(median).

Recall that median (defined in Section 3) is a QNUF and preserves < and ≤.

Proof. The ⊆ direction is straightforward, so we prove the ⊇ direction. Because InvQ(median) only
contains relations that are first-order definable in (Q, <), it is clearly ω-categorical. By Theorem 12,
every relation in InvQ(median) is 2-decomposable, and it suffices to show that for every binary
relation, if the relation is preserved by median, then it is pp-definable over (Q, <,≤). This is
obvious for all relations except for 6=. We show that 6= is not preserved by median. Let a < b < c
be three values in Q. We have a 6= b, b 6= c, and c 6= a, but median(a, b, c) = median(b, c, a). ut

Theorem 24. There exists a QNUF f : Q3 → Q of arity 3 such that 〈(Q, <, 6=)〉 = InvQ(f ).

For the proof of this theorem, we will use the equivalence relation ≡ where two tuples t, t′ of
arity k ≥ 3 are equal (t ≡ t′) if either t = t′ or there exists a value b that occurs in at least k − 1
coordinates for each of t, t′. Intuitively, t ≡ t′ if f(t) = f(t′) for any QNUF f .

Proof. Set (E,�) to be the structure (Q, <)3/ ≡, and define �′ to be the binary relation �
∪{((2, 3, 4), (1, 3, 4))}. We first show that �′ has no cycles. Notice that the property of being 2-
superior to a value b applies to either all or none of the tuples in an ≡-equivalence class, and so
we apply this property to ≡-equivalence classes. Notice also that (2, 3, 4) is 2-superior to a value b



if and only if (1, 3, 4) is 2-superior to a value b. Assume that T1 � · · · � Tn � T1 and n ≥ 2, with
the Ti pairwise distinct.

First suppose that for all Ti we have |Ti| = 1. It is clear that only one of the two tuples (2, 3, 4),
(1, 3, 4) occurs in the sequence T1, . . . , Tn, since we do not have 3 < 3 nor 4 < 4. Hence, our cycle
yields a cycle in (Q, <)3, a contradiction. Now assume |T1| > 1. Let b ∈ Q be the value such that
(b, . . . , b) ∈ T1. We have that T1 is (k − 1)-superior to b; it follows that all other Ti are (k − 1)-
superior to b. Select tuples tn ∈ Tn and t1 ∈ T1 such that tn < t1. By definition of T1, the tuple
tn is strictly less than b in at least (k − 1) coordinates, contradicting that Tn is (k − 1)-superior
to b. We have thus shown that �′ has no cycles.

We claim that there is an injective homomorphism f from (E,�′) to (Q, <). Every finite
induced substructure of (E,�′) has an injective homomorphism to (Q, <), as �′ has no cycles, so
the claim follows from Proposition 3.

It is straightforward to verify that f preserves 6=. It preserves < (and hence >) by construc-
tion, and so we have 〈(Q, <, 6=)〉 ⊆ InvQ(f ). On the other hand, f but does not preserve ≤ as
f(1, 3, 4) > f(2, 3, 4). Thus by invoking 2-decomposability of the relations in InvQ(f ), we obtain
the ⊇ direction. ut

Theorem 25. 〈(Q,≤)〉 = InvQ(median, 0 ). Here, 0 denotes the unary operation that is always
equal to the constant 0.

Proof. The⊆ direction is straightforward. For the⊇ direction, by 2-decomposability of InvQ(median, 0 ),
we need to show that ≤ and ≥ are the only (non-trivial) binary relations preserved by both median
and 0. It is clear that none of <, >, 6= are preserved by 0. ut

Theorem 26. 〈(Q, <)〉 = InvQ(median, f ) where f is the operation from Theorem 24.

Proof. The⊆ direction is straightforward. For the⊇ direction, by 2-decomposability of InvQ(median, f ),
we need to show that < and > are the only (non-trivial) binary relations preserved by both median
and f . We refer the reader to the proofs of Theorems 23 and 24. ut

Theorem 27. 〈(Q, 6=)〉 = InvQ(−f ) where f is the operation from Theorem 24.

Proof. The ⊆ direction follows from the fact that f preserves 6=. For the ⊇ direction, by 2-
decomposability of InvQ(−f ), we need to show that 6= is the only non-trivial binary relation
preserved by −f . Since f preserves <, we have f(1, 2, 3) < f(4, 5, 6). It follows that −f(1, 2, 3) >
−f(4, 5, 6) and −f does not preserve < nor ≤. ut

5.2 Expansions

Koubarakis [Kou97] showed that establishing strong 2k+ 1-consistency implies global consistency
for the expansion of ΓPA by disjunctions of disequalities on at most k variables, but strong 2k
consistency is not sufficient. By Theorem 17 and Proposition 21 of Section 4 in combination with
Theorem 11, we have a new proof of this theorem.

Now let us consider the constraint language Γ that is the expansion of the point algebra with
all disjunctions of disequalities. This is a constraint language with infinitely many relations. What
is the complexity of Γ? We can not derive the tractability of Γ using a QNUF, as it is immediate
from Proposition 21 that Γ has no QNUF polymorphism. We show here that this expansion of the
point algebra is in fact tractable2; indeed, we show that the QCSP over this constraint language
is solvable in NL.

Theorem 28. Let Γ be the expansion of the point algebra having arbitrary disjunctions of dise-
qualities. The problem QCSP(Γ ) is in NL. (Note that we assume that constraints are presented
syntactically, for instance, as “x ≤ y” or “x 6= y ∨ y 6= z”.)
2 In the constraint satisfaction literature, this form of tractability of the CSP where the instances might

contain arbitrary constraints built from an infinite constraint language is called uniform or global
tractability.



Let Φ be an instance of the described QCSP with variable set V . We let G≤Φ denote the directed
graph with vertex set V and with edge set containing all ordered pairs (v, v′) such that (v ≤ v′)
is a constraint in Φ. Let G=

Φ denote the undirected graph with vertex set V and with edge set
containing all pairs {v, v′} such that there exists a path from v to v′ in G≤Φ and there exists a path
from v′ to v in G≤Φ (that is, v and v′ are in the same strongly connected component of G≤Φ ). When
ψ is a disjunction of disequalities appearing in Φ, we use GψΦ to denote the undirected graph with
vertex set V and with edge set containing all pairs {v, v′} such that

– the disequality v 6= v′ appears in ψ, or
– {v, v′} is an edge in G=

Φ .

The key to Theorem 28 is the following characterization of the false instances of the named
QCSP. In the quantifier prefix of a QCSP instance, when the variable v′ does not occur before the
variable v (reading from left to right), we say that v is earlier than v′, and also that v′ is later
than v. We use the modifier “strictly” to indicate that v 6= v′.

It is readily verified that this characterization can be checked in NL, yielding Theorem 28.

Theorem 29. Let Γ be the expansion of the point algebra having arbitrary disjunctions of dise-
qualities, and let Φ be an instance of QCSP(Γ ). The formula Φ is false if and only if one of the
following two conditions holds:

1. There exists a variable v and a universally quantified variable y strictly later than v such that
in G≤Φ there is a path from v to y or a path from y to v

2. There exists a disjunction of disequalities ψ(z1, . . . , zk) appearing in Φ such that for all exis-
tentially quantified variables x ∈ {z1, . . . , zk}, either
(a) x is connected in G=

Φ to a strictly earlier variable in {z1, . . . , zk}, or
(b) x is the earliest variable of the variables in {z1, . . . , zk} that are connected to x in GψΦ.

Proof. We conceive of a QCSP instance as a two-player game between a universal and existential
player; the universal (existential) player sets the universally (respectively, existentially) quantified
variables. Variables are set in the order dictated by the quantifier prefix. The existential player
wins (equivalently, the formula is true) if and only if all constraints are satisfied after the variables
have been set.

First, we show that the universal player wins if one of the two conditions hold. If condition (1)
holds, the universal player sets y to any value so that y < v in the case that there is a path from
v to y, and so that v < y in the case that there is a path from y to v. If condition (2) holds, then
the universal player sets all universal variables y in ψ to the same value as the first variable in
the component of y in GψΦ; if y is itself the first variable in its component in GψΦ, she sets it to an
arbitrary value. We claim that in this manner the universal player wins.

By condition (2), all existential variables are either the first variable in their component in GψΦ,
or have to be connected in G=

Φ to a strictly earlier variable of ψ. In the latter case, unless some of
the constraints of the form x = y is violated, the existential player has to set each variable x in ψ
to the same value as some variable from ψ that is strictly earlier; if this variable is universal, it has
the same value as the first variable in the connected component of GψΦ, by the specified strategy
of the universal player. If this variable is existential, it follows by induction that this variable
must also be set to the value of the first variable in the connected component of GψΦ. Therefore,
the universal player guarantees that in each connected component of GψΦ all variables are set to
the earliest variable (assuming that the equalities in G=

Φ are satisfied), in which case none of the
disequalities in the disjunction ψ holds, and ψ is falsified.

Now, we prove that if neither of the two conditions hold, the existential player can win. We
show that the existential player can preserve the following invariants during the course of the
game:

I1 If two variables v, v′ have been set (according to f) and there is a path from v to v′ in G≤Φ ,
then f(v) ≤ f(v′).



I2 If an existentially quantified variable x has been set (according to f) and it is the earliest
variable among all variables connected to x in G=

Φ , then f(x) is different from f(v) for all
variables v that are strictly earlier than x.

This suffices, as invariant I1 ensures that all constraints over ≤ are satisfied, and invariant I2
ensures that all disjunctions of disequalities are satisfied, since the negation of condition (2) is that
for all disjunctions of disequalities ψ there is some connected component C in GψΦ containing an
existentially quantified variable that is not connected to an earlier variable in G=

Φ nor the earliest
variable in C, and thus the new value selected by the existential player will satisfy one or more
disequalities in ψ.

We consider two cases. The first case is that a universally quantified variable is set. Invariant
I2 is preserved trivially. Invariant I1 is preserved because condition (1) does not apply.

Now consider the case where an existentially quantified variable x needs to be set. If the variable
x is connected in G=

Φ to a previously set variable v, we set x equal to the value of v. We clearly
preserve I1, and trivially preserve I2. If the variable x is not connected in G=

Φ to a previously set
variable, let A be the set of all strictly earlier variables with paths in G≤Φ to x, and let B be the
set of all strictly earlier variables with paths in G≤Φ from x. Let a ∈ Q be the maximum value of
all variables in A, and b ∈ Q be the minimum value of all variables in B. Observe that a ≤ b by I1.
If the values a and b originate from existentially quantified variables xa, xb, we have a 6= b; for if
not, by I2 we would have that xa, xb are connected in G=

Φ . But because there is a path from xa to
x and a path from x to xb, the three variables xa, xb, and x are all connected in G=

Φ , contradicting
our assumption that x is not connected in G=

Φ to a previously set variable.
By the negation of condition (1), at most one of the values a, b may originate from a universally

quantified variable and when this occurs, again we have a 6= b by the negation of condition (1) and
invariant I2. We thus have that a < b and we set x to any value in the interval (a, b). We clearly
preserve both invariants: the first because the value selected for x is between a and b, the second
because x is strictly between a and b. ut

6 Spatial Reasoning

In this section, we study constraint satisfaction problems that arise from the spatial calculus known
under the name RCC-5 [RCC92,Ben94,JD97,RN99].

We first introduce the constraint satisfaction problems as in [JD97], and later discuss how to
formulate the same problems with ω-categorical templates. Many different but equivalent ways to
introduce these problems appeared in the literature, see e.g. [JD97, LM94,Due05,RN99,Ben94];
the formulation with an ω-categorical template presented here appears to be new.

Let X be a countably infinite set. Consider the relational structure

B1 = (2X \ {∅}, DR, PO, PP, PPI, EQ)

whose elements are the non-empty subsets of X, and whose relations are defined as follows.

DR(x, y) iff x ∩ y = ∅ ‘x and y are disjoint’
PP(x, y) iff x ⊂ y ‘y properly contains x’
PPI(x, y) iff x ⊃ y ‘x properly contains y’
EQ(x, y) iff x = y ‘x equals y’
PO(x, y) iff ∃a, b, c (a ∈ x \ y, b ∈ x ∩ y, c ∈ y \ x) ‘x and y properly overlap’

Note that for each pair (x, y) of elements of B1 exactly one of the relations DR, PO, PP, PPI, EQ
holds. The RCC-5 relations are the binary boolean combinations of those relations. The constraint
satisfaction problem for the expansion of B1 by the RCC-5 relations is also known as the general
network satisfaction problem for RCC-5, and is NP-complete [RN99].



The structure B1 is not ω-categorical. To formulate the problem CSP(B1) (and also the CSP for
the RCC-5 relations) with a countably infinite ω-categorical structure, we use Fräıssé’s theorem.
The resulting structure is known in model theory as the ω-categorical countably infinite atomless
boolean ring without 1 [Abi72]. The approach to define this structure with Fräıssé-amalgamation
is also not new (this is mentioned, for example, in [Eva94]). However, we give the amalgamation
argument here, because it allows us to prove that the CSP of the resulting structure is indeed the
same problem as CSP(B1); moreover, it shows an interesting connection between amalgamation
problems and solving certain CSPs (Lemma 31).

Let C be the set of all finite induced substructures of B1, considered up to isomorphism.

Proposition 30. The class C is an amalgamation class.

Proof. By definition, C is closed under isomorphisms and substructures. The amalgamation prop-
erty can in fact be formulated in constraint satisfaction terminology. We therefore first show the
following.

Lemma 31. Let A1, A2 be instances of CSP(B1) that share some variables, where for each Ai
and each pair of variables (x, y) in Ai there is a constraint on (x, y). If A1, A2 are both satisfiable
(over 2X \ {∅}), then there exists a mapping from the variables in A1 and A2 to 2X \ ∅ that
satisfies all the constraints in A1 and A2. (Note that if A1, A2 are both satisfiable and x, y are both
shared variables, A1 and A2 must have the same constraint on (x, y) as the relations are pairwise
disjoint.)

Proof. Let Vi denote the variables of Ai. Let fi : Vi → 2X \ ∅ denote a solution to the instance
Ai. We assume that ∪v1∈V1f1(v1) and ∪v2∈V2f2(v2) are disjoint. (One way to attain this is to first
view f1 and f2 as mappings into 2X1 \ ∅ and 2X2 \ ∅ for two disjoint countably infinite sets X1,
X2, and then view X as the disjoint union of X1 and X2.) Now consider the directed graph G
with vertex set V1 ∪ V2 and edge set containing all pairs (v, v′) such that one of the constraints
PP(v, v′), PPI(v′, v), EQ(v, v′), EQ(v′, v) is present in A1 or A2. Note that for any solution h to A1,
if v, v′ are variables in V1 and there is a path from v to v′ in G, we must have h(v) ⊆ h(v′), and
similarly for A2.

We define a mapping g : (V1 ∪ V2) → 2X \ ∅ on all of the variables as follows. For all v1 ∈ V1,
we define g(v1) = f1(v1) ∪ (∪v2f2(v2)) where the union is over all v2 ∈ V2 having a path to v1
in G. Similarly, for all v2 ∈ V2, we define g(v2) = f2(v2) ∪ (∪v1f1(v1)) where the union is over
all v1 ∈ V1 having a path to v2 in G. Here, we assume that for every variable v there appears a
constraint EQ(v, v). It is straightforward to verify that g is well-defined on variables in V1 ∩ V2.

We claim that g satisfies all constraints in A1 and A2. Let v, v′ be variables in V1 (the case of V2

is symmetric). If the constraint on (v, v′) is PO, PP, PPI, or EQ, it is straightforward to verify from
the definition of g that the constraint is satisfied. Now suppose that the constraint on (v, v′) is
DR. We prove by contradiction that it is satisfied by g. Suppose not. Then there exists an element
x ∈ g(v) ∩ g(v′). Since f1 satisfied DR(v, v′) we must have that x appears in ∪v2∈V2f(v2). By
definition of g, there exist variables v2, v′2 ∈ V2 such that x ∈ f2(v2), x ∈ f2(v′2), there is a path
from v2 to v in G, and there is a path from v′2 to v′ in G. The paths must pass through V1 ∩V2, so
we may in fact assume that v2, v′2 ∈ V1 ∩ V2 (note that, again, by definition of G when traversing
a directed path we may only gain elements). Since x ∈ f2(v2) and x ∈ f2(v′2), the constraint on
(v2, v′2) cannot be DR. Since A1 and A2 have the same constraint on (v2, v′2) this means that in A1

we have variables v2, v′2 which must have non-empty intersection in order to be satisfied, as well
as paths in V1 from v2 to v and from v′2 to v′ for variables v, v′ with DR(v, v′) a constraint. But A1

is satisfiable, a contradiction. ut

Now, suppose that U, V1, V2 are structures in C, e1 an embedding of U into V1, and e2 an
embedding of U into V2. Both V1 and V2 can be considered as instances of CSP(B1) that contain a
constraint for each pair (x, y) of variables (recall that for every pair of elements of B1 exactly one
of the relations DR, PO, PP, PPI, EQ holds). Clearly, these instances are satisfiable. For all elements
u in U , identify the element e1(u) of V1 with the element e2(u) of V2, and consider the resulting



structure as an instance of CSP(B1). Then Lemma 31 implies that this instance has a solution
W , and the solution provides the embeddings f1 and f2 showing that C has the amalgamation
property. ut

Corollary 32. There exists an ω-categorical structure B0 such that CSP(B0) equals CSP(B1).

Proof. We choose B0 to be the Fräıssé-limit of the class C described above, which exists and is
ω-categorical due to Theorem 1. We have to show that a finite structure A homomorphically maps
to B0 if and only if A homomorphically maps to B1. Suppose there is a homomorphism f from A
to B0. Let A′ be the structure induced by the image of f in B0. The structure A′ is a member of
C, and in fact is an isomorphism class of substructures of B1, and f is a homomorphism to each of
the members of this isomorphism class. Therefore, f gives rise to a homomorphism from A′ to B1.
In fact all the implications in this argument can be reversed, and this shows the statement. ut

We can easily obtain an ω-categorical constraint language for all of the RCC-5 relations by
expanding the structure B0 by all binary relations that can be defined by boolean combinations
of DR, PO, PP, and EQ. It is well-known (again, see [Eva94]) that there exists a countable set such
that the elements of B0 can be seen as subsets of this set, and such that DR denotes disjointness,
PO denotes proper overlap, and PP denotes strict containment between two subsets.

We now show that B0 has a QNU polymorphism. Observe that the the relation PP defines a
partial order on the domain B0 of B0, and we use infix notation xPPy when (x, y) ∈ PP. We also
define the relation ≡m on tuples of B0 as in section 4 with respect to the partial order PP. The
equivalence class of a tuple t with respect to ≡m is denoted by [t].

Theorem 33. For all k ≥ 5, the structure B0 has an oligopotent QNU polymorphism of arity k
such that for all t, t′ ∈ (B0)k, it holds that t ≡m t′ if and only if f(t) = f(t′). The polymorphism
of arity k preserves any disjunction of disequalities over m variables with k ≥ 2m+ 1.

In order to prove this theorem, we first establish a lemma. We will use B̂0 = (B0; PP, DR)
to denote the reduct of B0 to the relations PP and DR. The lemma gives a sufficient condition
for a finite structure to have an injective homomorphism into B̂0, which we will then employ to
construct the desired QNU polymorphism.

For a binary relation ≤, we say that b is a ≤-ancestor of b′ if b = b′ or there exist elements
b1, . . . , bk such that b = b1 ≤ · · · ≤ bk = b′.

Lemma 34. Suppose that ∆ = (A, PP, DR) is a finite structure where PP is irreflexive and has
no non-trivial cycles, and there are no elements (a, a′) ∈ DR such that a and a′ have a common
≤-ancestor. Then there is an injective homomorphism from ∆ to B̂0.

Proof. We expand ∆ by a relation PO, defined as follows. For any distinct elements a, a′ ∈ A, if a
is not an ancestor of a′, a′ is not an ancestor of a, and a and a′ have a common ancestor, place
(a, a′) in the relation PO. (Throughout this proof, we speak of ancestry with respect to the relation
PP.) In addition, add to the relation DR all pairs (a, a′) such that a and a′ do not have a common
ancestor.

We first show that (A, PP, DR, PO) has a homomorphism h to (B0, PP, DR, PO). By Corollary 32, it
suffices to show that there is a homomorphism from ∆ to (2X \ ∅, PP, DR, PO). First, let f : A→ X
be an arbitrary injective mapping. Then define g : A → 2X \ ∅ by g(a) = ∪{f(b)} where the
union is over all elements b that are ancestors of a. It is straightforward to verify that g is a
homomorphism as desired.

We have established that there exists a homomorphism h from (A, PP, DR, PO) to (B0, PP, DR, PO).
We now prove that h is in fact injective. Let a, a′ be distinct elements of A. First we consider the
case that a and a′ have a common ancestor (again, with respect to PP). If a is an ancestor of a′,
then h(a) and h(a′) are clearly not equal by the definition of PP. If a′ is an ancestor of a, the
reasoning is similar. If neither of a, a′ is an ancestor of the other, then we have PO(h(a), h(a′)),
from which it follows that h(a) and h(a′) are distinct. Next we consider the case that a and a′ have
no common ancestor. In that case, we have DR(h(a), h(a′)), and h(a) and h(a′) must be distinct.
The homomorphism h thus satisfies the properties desired by the theorem. ut



Using the previous lemma, we can now give the sought-after QNUF polymorphisms. We want
to point out that this proves not only that the basic relations of the constraint language for RCC-
5 have the “local-to-global” property, but also that the same applies for every expansion of this
constraint language by disjunctions of disequalities on a bounded number of variables.

Proof (Proof of Theorem 33). First we prove that every polymorphism of B0 is oligopotent. By
Theorem 1, the Fräıssé-limit B0 is homogeneous; it is well-known that homogeneous structures over
a finite relational signature are model-complete (see Section 7.3 and Corollary 6.4.2 in [Hod97]).
A structure is model-complete iff every first-order formula is equivalent to an existential formula
over the structure (this follows from Theorem 7.3.1 in [Hod97]); now it is easy to verify that this
implies that every embedding of B0 into B0 is interpolated by the automorphisms of B0. So we only
have to verify that every unary polymorphism of B0 is an embedding. But this is straightforward
to verify, because for every pair of elements of B0 exactly one of the relations DR, PO, PP, PPI, EQ
holds, so any unary polymorphism that preserves all these relations must be injective and strong.

Let ∆0 be a finite induced substructure of (B0)k/ ≡m. By Proposition 3, it suffices to show that
there is an injective homomorphism from ∆0 to B0. Since B1 and B0 have the same finite induced
substructures up to isomorphism, and since the definition of ≡m only depends on the relation PP,
∆0 is isomorphic to an induced substructure ∆1 of (B1)k/ ≡m. Recall that the elements of ∆1 are
equivalence classes of tuples of non-empty subsets of X. In the following, the ∩ and \ operators
are applied to tuples coordinate-wise.

Let ∆2 be a finite induced structure of (B1)k/ ≡m whose domain contains the domain of ∆1

and which additionally contains elements such that the following holds:

– for all elements T, T ′ of ∆1 such that PO(T, T ′) holds in ∆1, there exist k-tuples t ∈ T, t′ ∈ T ′
in ∆2 with t ∩ t′, t \ t′ and t′ \ t non-empty at all coordinates, such that [t ∩ t′], [t \ t′] and
[t′ \ t] are in the universe of ∆2.

We will show that there is an injective homomorphism from ∆2 to B0, which suffices.
Consider the reduct ∆3 of ∆2 with the relations PP and DR. We use Lemma 34 to show that

there is an injective homomorphism from ∆3 to B̂0. It is straightforward to verify that in ∆3 the
relation PP is irreflexive, and it follows from Lemma 20 that PP has no non-trivial cycles; thus, we
need only show that there are no elements T, T ′ with (T, T ′) ∈ DR that have a common PP-ancestor.

We prove that if T0PP · · · PPTl, then for all t0 ∈ T0 and tl ∈ Tl, it holds that t0 ⊆ tl in at least
(k− 2) coordinates. This suffices, for then if two elements T, T ′ of ∆3 have a common PP-ancestor
T0, for all t0 ∈ T0, t ∈ T and t′ ∈ T we have t0 ⊆ t in at least (k − 2) coordinates and t0 ⊆ t′ in
at least (k − 2) coordinates, implying that there are at least (k − 4) ≥ 1 coordinates where t0 ⊆ t
and t0 ⊆ t′, from which it follows that (T, T ′) /∈ DR.

Suppose that T0PP · · · PPTl. If none of the equivalence classes Ti have a main value, then taking
T0 = {t0} and Tl = {tl}, we in fact have t0 ⊆ tl at all k coordinates. So suppose that some of
the equivalence classes Ti have main values. Let m denote the index of the first class with a main
value, and n the index of the last class with a main value; we have 0 ≤ m ≤ n ≤ l. Let Bm be
the main value of Tm, and Bn the main value of Tn. It is straightforward to verify that Bm ⊆ Bn.
All tuples in Tm are (k − 1)-inferior to Bm; since T0PP · · · PPTm, we have that all tuples in T0

are (k − 1)-inferior to Bm. Likewise, all tuples in Tn are (k − 1)-superior to Bn, from which it
follows that all tuples in Tl are (k− 1)-superior to Bn. Let t0 ∈ T0 and tl ∈ Tl be arbitrary tuples.
Let I0 be the coordinates where t0 ⊆ Bm, and let Il be the coordinates where tl ⊇ Bn. We have
|I0| ≥ (k − 1) and |Il| ≥ (k − 1), from which it follows that |I0 ∩ Il| ≥ (k − 2). For all i ∈ I0 ∩ Il
we have t0i ⊆ Bm ⊆ Bn ⊆ tli.

We now have an injective homomorphism h from ∆3 to B̂0. We claim in fact that the restriction
of h to ∆1 is an injective homomorphism from ∆1 to B1. We need to verify that it is a homomor-
phism with respect to the relation PO; it is a homomorphism with respect to DR, PP, and PPI by
definition of the reduct ∆3, and trivially a homomorphism with respect to EQ. Let T , T ′ be any
two ∆1-elements such that (T, T ′) ∈ PO. By definition of ∆2, there exist tuples t ∈ T, t′ ∈ T ′ such
that t∩ t′, t\ t′, t′ \ t are non-empty at all coordinates and [t∩ t′], [t\ t′], and [t′ \ t] are in ∆2. Now,
since h preserves PP and DR we have PP(h([t∩ t′]), h([t])), PP(h([t∩ t′]), h([t′])), PP(h([t\ t′]), h([t])),



DR(h([t \ t′]), h([t′])), PP(h([t′ \ t]), h([t′])), and DR(h([t′ \ t]), h([t])). This implies that we have
PO(h([t]), h([t′])).

The claim on disjunctions of disequalities is proved as in Theorem 17. ut

7 Primitive Positive Interpretations

First-order interpretations are a fundamental concept in model theory. Here we apply interpre-
tations in two different ways. The first is that we can sometimes define a constraint language ∆
by a first-order interpretation in another (usually simpler) constraint language Γ . It is a well-
known and useful fact that in this case ∆ is ω-categorical whenever Γ is ω-categorical. Second,
we use a restricted form of interpretations as a general tool to show the existence of oligopotent
QNU-polymorphisms for various constraint languages.

Definition 35. A σ-structure ∆ has a first-order interpretation in a τ -structure Γ iff there exists
a natural number d, called the dimension of the interpretation, and

– a first-order τ -formula δ(x1, . . . , xd) – called domain formula,
– for each m-ary relation symbol R in σ a first-order τ -formula φR(x1, . . . , xm) where the xi

denote disjoint n-tuples of distinct variables – called the defining formulas, and
– a surjective map h : δ(Γ d) → D∆ – called coordinate map,

such that for all relations R in ∆ and all tuples ai ∈ δ(Γ d)

∆ |= R(h(a1), . . . , h(am)) ⇔ Γ |= φR(a1, . . . , am) .

Lemma 36 (see e.g. [Hod97]). If Γ is ω-categorical, then every structure ∆ with a first-order
interpretation in Γ is ω-categorical as well.

Example. Allen’s interval algebra is a famous temporal reasoning formalism. It can be described
as a binary constraint language that has the following first-order interpretation in (Q, <): the
dimension is two, the domain formula δ(x1, x2) is x1 < x2, the coordinate map is the identity
mapping, and there is a binary relation for each 4-ary first-order definable relation over (Q, <).

Allen’s interval algebra is in general NP-complete. A fragment of this constraint language is
simply a reduct; by Lemma 36 this language and all its fragments are ω-categorical (this was
also observed by [Hir96]). A special fragment of Allen’s interval algebra is the pointizable fragment
ΓPIA, which consists of all binary relations over intervals that can be defined as a four-ary relation
over (Q, <) from purely conjunctive combinations of formulas of the form x1 < x2, x1 = x2,
x1 6= x2, and x1 ≤ x2. The pointizable fragment in particular contains the so-called basic relations
of Allen’s interval algebra: these are the 13 binary relations of the interval algebra that describe
that an interval precedes, is preceded by, meets, overlaps, starts, (is) during, finishes, or equals
another interval, with the obvious interpretations [All83]. It is known that CSP(ΓPIA) has width
2, and hence is in P [vBC90].

Example. The rectangle algebra is a spatial reasoning formalism introduced by [Gue89]; it is based
on the temporal reasoning formalism of Allen. Again, the corresponding constraint language can
be conveniently described by a first-order interpretation, this time by a first-order interpretation
in the fragment of Allen’s Interval Algebra that contains the basic relations. The dimension of
the interpretation is again two; therefore, we can think of the elements of the rectangle constraint
language as rectangles with axes-parallel sides in Euclidean space. The domain formula is this time
just true, the coordinate map is again the identity mapping, and the constraint language contains
a binary relation for each 4-ary relation that is first-order definable over the basic relations of the
interval algebra. The CSP for the rectangle algebra is NP-complete. Again, tractable fragments
(i.e., reducts) have been identified [BCdC99]. By Lemma 36, the constraint language for the
rectangle algebra is ω-categorical.



The basic relations of the rectangle algebra are the binary relations defined by a conjunction
that describes the relative position of the projections of two rectangles to the first coordinate
(the relative position is described by a basic relation of Allen’s interval algebra), and the relative
position of the projections to the second coordinate. For instance, there is a basic relation that
describes that one rectangle R1 properly contains another rectangle R2, expressed by the conjunc-
tion that forces that the projection of R1 to the first coordinate contains the projection of R2 to
the first coordinate, and that the projection of R1 to the second coordinate contains the projection
of R2 to the second coordinate.

Primitive positive interpretations. The concept of interpretations can also be used to study
the computational complexity of constraint satisfaction problems. To this end, we need the fol-
lowing restricted form of first-order interpretations.

Definition 37. Suppose ∆ has a first-order interpretation in Γ . If the formula δ and for all R
the formula φR in the interpretation are primitive positive, we say that ∆ has a primitive positive
interpretation in Γ .

Let Γ be a homogeneous τ -structure, and let ∆ be a structure with a primitive positive inter-
pretation in Γ of dimension d. Then instances A of CSP(∆) can be reduced to instances of B of
CSP(Γ ) such that A homomomorphically maps to ∆ if and only if B homomorphically maps to
Γ , as follows. For each element a in A, we create d new variables a1, . . . , ad in B. If (a1, . . . , ak)
is a tuple from a k-ary relation R in A, if φR is the primitive positive τ -formula that defines R,
and if S(aj1i1 , . . . , a

jl
il

) is a conjunct in φR where S ∈ τ is l-ary, then we add the tuple (aj1i1 , . . . , a
jl
il

)
to the relation S in B. Finally, if φR contains a conjunct aj1i1 = aj2i2 , then we identify the elements
aj1i1 and bj2i2 in B. We write T (A) for the τ -structure B obtained in this way from A (with respect
to the given interpretation).

Proposition 38. Let Γ be an ω-categorical relational structure, and let ∆ be a structure with
a primitive positive interpretation in Γ . If strong k-consistency implies global consistency for
CSP(Γ ), then ∆ has a k-ary QNU polymorphism.

We remark that for constraint languages over finite domains, an analog of this proposition
follows from a result of [BKJ05].

Proof. The proposition is a consequence of the more general observation that there exists an
algebra A in the pseudo-variety3 V generated by Al(Γ ) such that the domain of A equals the
domain of ∆ and all operations of A preserve all relations in ∆ (see [Bod08]). Moreover, it is
well-known that the operations of A satisfy the same equations as the operations in Al(Γ ).

Hence, if Γ has a k-ary QNU polymorphism, then∆ has a k-ary quasi near-unanimity operation
as well. Theorem 11 implies the statement of the proposition. ut

We want to use Proposition 38 in combination with Theorem 11 to show that certain constraint
languages have the local-to-global property. However, to use Theorem 11 we have to show that
the operation whose existence we prove with Proposition 38 is oligopotent. The following Lemma
is a useful tool to this end.

A satisfiable instance A of CSP(Γ ) is called maximally satisfiable if whenever a constraint
a1 = a2, or R(a1, . . . , ak) for elements a1, . . . , ak of A that is not implied by A is added to A, then
A no longer homomorphically maps to Γ .

Lemma 39. Let Γ be a homogeneous structure, and let ∆ be a structure with a primitive positive
interpretation in Γ . Moreover, assume that for every finite induced substructure A of ∆ the struc-
ture T (A) (defined before Proposition 38) is a maximally satisfiable instance of CSP(Γ ). Then ∆
is also homogeneous, and every polymorphism of ∆ is oligopotent.

3 A pseudo-variety is a class of algebras with the same (functional) signature that is closed under homo-
morphisms (and hence also isomorphisms), subalgebras, and finite direct products.



Proof. Let τ be the signature of Γ , σ be the signature of ∆, and d be the dimension of the
interpretation of ∆ in Γ . To show that ∆ is homogeneous, let f be an isomorphism between
two n-element substructures A and B of ∆. We have to show that f can be extended to an
automorphism of ∆. Let (a1

1, . . . , a
d
1), . . . , (a

1
n, . . . , a

d
n) be an enumeration of the elements of A,

and (b11, . . . , b
d
1), . . . , (b

1
n, . . . , b

d
n) be an enumeration of the elements of B. Observe that T (A) is

isomorphic to the structure A′ induced by {a1
1, . . . , a

d
1, . . . , a

1
n, . . . , a

d
n} in Γ : the function that maps

the d variables that have been introduced in T (A) for an element ai from A to a1
i , . . . , a

d
i is clearly

a homomorphism (and also well-defined with respect to potential vertex contractions in T (A)).
We claim that the homomorphism must be injective and strong. If it is not injective, there are
two distinct variables x1 and x2 mapped to the same element, it thus it would be possible to add
the constraint x1 = x2 to T (A) and maintain satisfiability. Since T (A) is maximally satisfiable,
the constraint x1 = x2 must have been already in T (A). But then, by the definition of T (A), x1

and x2 would have been identified, in contradiction to the assumption that x1 and x2 are distinct
variables. If the homomorphism is not strong, it would be possible to add a constraint of the form
R(x1, . . . , xk), again contradicting maximal satisfiability of T (A).

Similarly, T (B) is isomorphic to the structure B′ induced by {b11, . . . , bd1, . . . , b1n, . . . , bdn} in Γ .
Since A and B are isomorphic, T (A) and T (B) are also isomorphic, and hence there is also an
isomorphism between A′ and B′, which by homogeneity of Γ can be extended to an automorphism
α′ of Γ . Then the mapping α defined by α((a1, . . . , ad)) = (α′(a1), . . . , α′(ad)) strongly preserves
the domain formula of the interpretation, and also strongly preserves the τ -formulas φR for all
R ∈ σ. The restriction β of α to the domain of ∆ is also injective and reaches each element in
the domain of ∆, and thus β is an automorphism of ∆. Since β extends f , we conclude that ∆ is
homogeneous.

We now show that every endomorphism of ∆ is an embedding. Suppose that e is an endomor-
phism of ∆ that is not an embedding, that is, e is not injective or there is R ∈ σ and a tuple
(a1, . . . , ak) that is not in R∆, but (e(a1), . . . , e(ak)) is in R∆. Let A be the structure induced by
{a1, . . . , ak} in ∆, and B be the structure induced by e({a1, . . . , ak}) in ∆. We define an operation
g from T (A) to T (B) as follows: if (a1

i , . . . , a
d
i ) are the vertices in T (A) that have been introduced

for a vertex ai in A, and (b1i , . . . , b
d
i ) are the vertices that have been introduced for e(ai) in T (B),

then g maps aji to bji for all 1 ≤ j ≤ d (this is a well-defined map with respect to the potential
vertex contractions in T (A)). The mapping g must be a homomorphism, but since e is not an
embedding, g is also not an embedding. We know that there is a homomorphism h from T (B) to
Γ . Then the homomorphism h(g) from T (A) to Γ is not an embedding as well. As we have seen
before, this shows that T (A) is not maximally satisfiable, in contradiction to our assumption. So
every endomorphism of ∆ is an embedding.

Since ∆ is homogeneous, every embedding of ∆ into itself is locally generated by the au-
tomorphisms of ∆, and so the first and the second part of the proof together show that every
polymorphism of ∆ is oligopotent. ut

Example. We continue the example with the pointizable fragment of Allen’s interval algebra, and
show that for this constraint language establishing 5-consistency implies global consistency.

Recall that for CSP(Q,≤, 6=) strong 5-consistency implies global consistency [vBC90]. We use
Theorem 38, Lemma 39, and Theorem 11 to show that 5-consistency of the pointizable fragment
of Allen’s interval algebra implies global consistency. This answers a question posed in [Kou97].

Theorem 40. Establishing 5-consistency for the pointizable fragment of Allen’s Interval Algebra
implies global consistency.

Proof. By definition, the pointizable fragment of Allen’s interval algebra has a primitive posi-
tive interpretation in the constraint language (Q,≤, 6=). Theorem 38 shows that the pointizable
fragment of Allen’s Interval Algebra has a 5-ary QNUF f .

Let A be a finite substructure of ΓPIA. On any pair of elements from A, one of the basic relations
from the pointizable fragment holds in A. This implies that in the structure T (A) on any pair of
elements one of the relations =, <, or > holds. Hence, if we add a tuple to any of the relations



in T (A) there is no homomorphism from T (A) to Γ . Since (Q,≤, 6=) is a homogeneous structure,
Lemma 39 shows that f is oligopotent. Theorem 11 implies the statement of the Theorem.

Example. We continue the example with the rectangle algebra. By definition, the basic relations
of the constraint language for the rectangle algebra have a primitive positive interpretation in the
pointizable fragment ΓPIA of Allen’s interval algebra. As we have seen in the previous paragraph,
for ΓPIA strong 5-consistency implies global consistency. Again it is straighforward to verify the
conditions of Lemma 39. As in the previous example, we can use Theorem 11 to show that strong
5-consistency implies global consistency for the basic relations of the rectangle algebra.
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